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1 Introduction

In the last years many progresses have been obtained concerning KAM theory for nonlinear PDEs,
since the pioneering works of Kuksin [23] and Wayne [37] for 1-d semilinear wave (NLW) and Schrödinger
(NLS) equations. A challenging frontier concerns PDEs with nonlinearities containing derivatives. In
this direction the first existence result of quasi-periodic solutions has been proved by Kuksin [24]-[25],
see also Kappeler-Pöschel [21], for perturbed KdV equations.

In this paper we develop KAM theory for derivative wave equations (DNLW) proving existence
and stability of small amplitude analytic quasi-periodic solutions. The DNLW is not an Hamiltonian
PDE, but may have a reversible structure, that we shall exploit.

Most of the existence results of quasi-periodic solutions proved so far concern Hamiltonian PDEs,
see e.g. [25], [26], [28], [29], [14], [8], [9], [11], [12], [17], [16], [37], [5], [6], [36], [31], [30]. It was
however remarked by Bourgain that the construction of periodic and quasi-periodic solutions using
the Lyapunov-Schmidt decomposition and the Newton iteration method of Craig-Wayne [14] and [8]-
[11] is a-priori not restricted to Hamiltonian systems. This approach appears as a general implicit
function type result, in large part independent of the Hamiltonian character of the equations. For
example in [10] Bourgain proved the existence (not the stability) of periodic solutions for the non-
Hamiltonian derivative wave equation

ytt − yxx + my + y2
t = 0 , m > 0 , x ∈ T . (1.1)

Actually also KAM theory is not only Hamiltonian in nature, but may be formulated for general vector
fields, as realized in the seminal work of Moser [27]. This paper, in particular, started the analysis of
reversible KAM theory for finite dimensional systems, later extended by Arnold [1] and Sevryuk [35].
The reversibility property implies that the averages over the fast angles of some components of the
vector field are zero, thus removing the “secular drifts” of the actions which are incompatible with
quasi-periodic solutions.

Recently, Zhang-Gao-Yuan [38] have proved existence and stability of C∞-quasi periodic solutions
for the derivative NLS equation iut + uxx + |ux|2u = 0 with Dirichlet boundary conditions. Such
equation is reversible, but not Hamiltonian. The result [38] is proved adapting the KAM scheme
developed for the Hamiltonian DNLS in Liu-Yuan [20]. In turn [20] extends the approach of Kuksin
[24]-[25], Kappeler-Pöschel [21], which is valid for more dispersive PDEs, like KdV. The derivative
nonlinear wave equation (DNLW), which is not dispersive (the eigenvalues of the principal part of the
differential operator grow linearly at infinity) is excluded by both these approaches.

In the recent paper [4] we have extended KAM theory to deal with Hamiltonian derivative wave
equations like

ytt − yxx + my + f(Dy) = 0 , m > 0 , D :=
√
−∂xx + m , x ∈ T .

This kind of Hamiltonian pseudo-differential equations has been introduced by Bourgain [8] and Craig
[13] as models to study the effect of derivatives versus dispersive phenomena. The key of [4] is the
proof of the first order asymptotic expansion of the perturbed normal frequencies, obtained using the
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notion of quasi-Töplitz function. This concept was introduced by Procesi-Xu [31] and it is connected
to the Töplitz-Lipschitz property in Eliasson-Kuksin [16], see also [19]. Of course we could not deal
in [4] with the derivative wave equation, which is not Hamiltonian.

The goal of this paper is to develop KAM theory for a class of reversible derivative wave equations

ytt − yxx + my = g(x, y, yx, yt) , x ∈ T , (1.2)

implying the existence and the stability of analytic quasi-periodic solutions, see Theorem 1.1. Note
that the nonlinearity in (1.2) has an explicit x-dependence (unlike [4]).

We can not expect the existence result for any nonlinearity. For example, (1.2) with the nonlinear
friction term g = y3

t has no non trivial smooth periodic/quasi-periodic solutions, see Proposition 1.2.
This case is ruled out by assuming the reversibility condition

g(x, y, yx,−v) = g(x, y, yx, v) (1.3)

satisfied for example by (1.1). Under condition (1.3) the equation (1.2) is reversible, namely the
associated first order system

yt = v , vt = yxx −my + g(x, y, yx, v) , (1.4)

is reversible with respect to the involution

S(y, v) := (y,−v) , S2 = I . (1.5)

Reversibility is an important property in order to allow the existence of periodic/quasi-periodic solu-
tions, albeit not sufficient. For example, the reversible equation ytt − yxx = y3

x, x ∈ T (proposed in
[13], page 89), has no smooth periodic/quasi-periodic solutions except the constants, see Proposition
1.1. In order to find quasi-periodic solutions we also require the parity assumption

g(−x, y,−yx, v) = g(x, y, yx, v) , (1.6)

which rules out nonlinearities like y3
x. Actually, for the wave equation (1.2) the role of the time and

space variables (t, x) is highly symmetric. Then, considering x “as time” (spatial dynamics idea) the
term y3

x is a friction and condition (1.6) is the corresponding reversibility condition.
After Theorem 1.1 we shall further comment on the assumptions.
Before stating our main results, we mention the classical bifurcation theorems of Rabinowitz [32]

about periodic solutions (with rational periods) of dissipative forced derivative wave equations

ytt − yxx + αyt + εF (x, t, y, yx, yt) = 0 , x ∈ [0, π]

with Dirichlet boundary conditions, and in [33] for fully-non-linear forced wave equations

ytt − yxx + αyt + εF (x, t, y, yx, yt, ytt, ytx, yxx) = 0 , x ∈ [0, π] .

This latter result is quite subtle because, from the point of view of the initial value problem, it is
uncertain whether a solution can exist for more than a finite time due to the formation of shocks.
Here the presence of the dissipation α 6= 0 allows the existence of a periodic solution. We mention also
[34] for a third order singular perturbation problem of a second order ordinary differential equation.

Finally, concerning quasi-linear wave equations we mention the recent Birkhoff normal form results
of Delort [15], which imply long time existence for solutions with small initial data. To our knowledge,
these are the only results of this type on compact manifolds. For quasi-linear wave equations in Rd
there is a wide literature since the nonlinear effects of derivatives may be controlled by dispersion.
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1.1 Existence and stability of quasi-periodic solutions of DNLW

We consider derivative wave equations (1.2) where m > 0, the nonlinearity

g : T× U → R , U ⊂ R3 open neighborhood of 0 ,

is real analytic and satisfies the “reversibility” and “parity” assumptions (1.3), (1.6). Moreover g
vanishes at least quadratically at (y, yx, v) = (0, 0, 0), namely

g(x, 0, 0, 0) = (∂yg)(x, 0, 0, 0) = (∂yxg)(x, 0, 0, 0) = (∂vg)(x, 0, 0, 0) = 0 .

In addition we need a “non-degeneracy” assumption on the leading order term of the nonlinearity
(in order to verify the usual “twist” condition required in KAM theory). For definiteness, we have
developed all the calculations for

g = yy2
x +O5(x, y, yx, yt) (1.7)

where O5 contains terms of order at least five in (y, yx, yt) (terms of order four could also be considered,
see Remark 7.1).

Because of (1.3), it is natural to look for “reversible” quasi-periodic solutions, namely such that
y(t, x) is even and v(t, x) is odd in time. Moreover, because of (1.6) it is natural to restrict to solutions
which are even is x (standing waves), namely with

(y, v)(−x) = (y, v)(x) , ∀x ∈ T . (1.8)

Note, in particular, that y satisfies the Neumann boundary conditions yx(t, 0) = yx(t, π) = 0.
Summarizing we look for reversible quasi-periodic standing wave solutions of (1.2), satisfying

y(t, x) = y(t,−x) , ∀t , y(−t, x) = y(t, x) , ∀x ∈ T . (1.9)

For every finite choice of the tangential sites I+ ⊂ N \ {0}, the linear Klein-Gordon equation

ytt − yxx + my = 0 , x ∈ T , (1.10)

possesses the family of quasi-periodic standing wave solutions

y =
∑
j∈I+

√
8ξj
λj

cos(λj t) cos(jx) , λj :=
√
j2 + m , (1.11)

parametrized by the amplitudes ξj ∈ R+.

Theorem 1.1. For every finite choice of the tangential sites I+ ⊂ N \ {0} and for all m > 0, except
finitely many (depending on I+), the DNLW equation (1.2) with a real analytic nonlinearity satisfying
(1.3), (1.6), (1.7) admits small-amplitude, analytic (both in t and x), quasi-periodic solutions

y =
∑
j∈I+

√
8ξj
λj

cos(ω∞j (ξ) t) cos(jx) + o(
√
ξ), ω∞j (ξ)

ξ→0
≈
√
j2 + m (1.12)

satisfying (1.9), for a Cantor-like set of parameters with asymptotical density 1 at ξ = 0. These
quasi-periodic solutions have zero Lyapunov exponents and the linearized equations can be reduced to
constant coefficients (in a phase space of functions even in x). The term o(

√
ξ) in (1.12) is small in

some analytic norm.

This theorem answers the question, posed by Craig in [13], of developing a general theory for
quasi-periodic solutions for reversible derivative wave equations. With respect to Bourgain [10], we
prove existence of quasi-periodic solutions (not only periodic) as well as their stability.

Let us comment on the hypothesis of Theorem 1.1.
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1. Reversibility and Parity. As already said, the “reversibility” and “parity” assumptions (1.3),
(1.6), rule out nonlinearities like y3

t and y3
x for which periodic/quasi-periodic solutions of (1.2)

do not exist. We generalize these non-existence results in Propositions 1.1, 1.2.

2. Mass m > 0. The assumption on the mass m 6= 0 is, in general, necessary. When m = 0, a well
known example of Fritz John (that we reproduce in Proposition 1.3) proves that (1.1) has no
smooth solutions for all times except the constants. In Proposition 1.4 we prove non-existence
of periodic/quasi-periodic solutions for DNLW equations satisfying both (1.3), (1.6), but with
mass m = 0. For the KAM construction, the mass m > 0 is used in the Birkhoff normal form
step (see section 7 and, in particular, Lemma 7.3). If the mass m < 0 then the Sturm-Liouville
operator −∂xx + m may possess finitely many negative eigenvalues and one should expect the
existence of partially hyperbolic tori.

3. x-dependence. The nonlinearity g in (1.2) may explicitly depend on the space variable x, i.e.
this equations is not invariant under x translations. This is an important novelty with respect
to the KAM theorem in [4] which used the conservation of momentum, as [17], [18]. The key
idea is the introduction of the a-weighted majorant norm for vector fields (Definition 2.4) which
penalizes the high-momentum monomials (see (2.38)), see comments at the end of the section.

4. Twist. We have developed all the calculations for the cubic leading term g = yy2
x + h.o.t..

In this case the third order Birkhoff normal form of the PDE (1.2) turns out to be (partially)
integrable and the frequency-to-action map is invertible. This is the so called “twist-condition”
in KAM theory. It could be interesting to classify the allowed nonlinearities. For example,
among the cubic nonlinearities, we already know that for y3

x, y2yx (and v3) there are no non-
trivial periodic/quasi-periodic solutions, see Propositions 1.1-1.2. On the other hand, for y3 the
Birkhoff normal form is (partially) integrable by [29] (for Dirichlet boundary conditions).

5. Boundary conditions. The solutions of Theorem 1.1 satisfy the Neumann boundary condi-
tions yx(t, 0) = yx(t, π) = 0. For proving the existence of solutions under Dirichlet boundary
conditions it would seem natural to substitute (1.6) with the oddness assumption

g(−x,−y, yx, v) = −g(x, y, yx, v) , (1.13)

so that the subspace of functions (y, v)(x) odd in x is invariant under the flow evolution of (1.4).
However, in order to find quasi-periodic solutions of (1.2), we need the real-coefficients property
(1.31) which follows from (1.3) and (1.6), but not from (1.3) and (1.13). It is easy to check that
(1.3), (1.13) and (1.31) imply the parity assumption (1.6). Of course, if a nonlinearity satisfies
(1.3), (1.6) and also (1.13) we could look for also quasi-periodic solutions satisfying Dirichlet
boundary conditions.

6. Derivative vs quasi-linear NLW. It has been proved by Klainermann-Majda [22] that all
classical solutions of Hamiltonian quasi-linear wave equations like

ytt = (1 + σ(yx))yxx (1.14)

with σ(j)(0) = 0, j = 1, . . . , p− 1, σ(p)(0) 6= 0, do not admit smooth, small amplitude, periodic
(a fortiori quasi-periodic) solutions except the constants. Actually, any non constant solution
of (1.14), with sufficiently small initial data, develops a singularity in finite time in the second
derivative yxx. In this respect [22] may suggest that Theorem 1.1 is optimal regarding the order
of (integer) derivatives in the nonlinearity. Interestingly, the solutions of the derivative wave
equation (which is a semilinear PDE) found in Theorem 1.1 are analytic in both time t and space
x. Clearly the KAM approach developed in this paper fails for quasi-linear equations like (1.14)
because the auxiliary vector field (whose flow defines the KAM transformations) is unbounded
(of order 1). One could still ask for a KAM result for quasi-linear Klein Gordon equations (for
which Delort [15] proved some steps of Birkhoff normal form). Note that adding a mass term
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my in the left hand side of (1.14), non zero periodic solutions of the form y(t, x) = c(t) or
y(t, x) = c(x) may occur.

1.2 Ideas of proof: the abstract KAM theorem

The proof of Theorem 1.1 is based on the abstract KAM Theorem 4.1 for reversible infinite dimensional
systems which proves the existence of elliptic invariant tori and provides a reducible normal form
around them. We now explain the main ideas and techniques of proof.
Complex formulation. We extend (1.4) as a first order system with complex valued variables
(y, v) ∈ Cn × Cn. In the unknowns

u+ :=
1√
2

(Dy− iv) , u− :=
1√
2

(Dy + iv) , D :=
√
−∂xx + m , i :=

√
−1 ,

systems (1.4) becomes the first order system{
u+
t = iDu+ + ig(u+, u−)
u−t = −iDu− − ig(u+, u−)

(1.15)

where

g(u+, u−) = − 1√
2
g
(
x, D−1

(u+ + u−√
2

)
, D−1

(u+
x + u−x√

2

)
,
u− − u+

i
√

2

)
. (1.16)

In (1.15), the dynamical variables (u+, u−) are independent. However, since g is real analytic (real on
real), the real subspace

R := {u+ = u−} (1.17)

is invariant under the flow evolution of (1.15), since

g(u+, u−) = g(u+, u−) , ∀(u+, u−) ∈ R , (1.18)

and the second equation in (1.15) reduces to the complex conjugated of the first one. Clearly, this
corresponds to real valued solutions (y, v) of the real system (1.4). We say that system (1.15) is “real-
on-real” (see the more general Definition 2.9). For systems satisfying this property it is customary to
use also the shorter notation

(u+, u−) = (u, ū) .

Moreover the subspace of even functions

E :=
{
u+(x) = u+(−x) , u−(x) = u−(−x)

}
(1.19)

(see (1.8)) is invariant under the flow evolution of (1.15), by (1.6). System (1.15) is reversible with
respect to the involution

S(u+, u−) = (u−, u+) , (1.20)

(which is nothing but (1.5) in the variables (u+, u−)), noting that (1.3), (1.16) imply

g(u+, u−) = g(u−, u+) . (1.21)

Dynamical systems formulation. We introduce infinitely many coordinates by Fourier transform

u+ =
∑
j∈Z

u+
j e

ijx , u− =
∑
j∈Z

u−j e
−ijx . (1.22)

Then (1.15) becomes the infinite dimensional dynamical system{
u̇+
j = iλju+

j + ig+
j (. . . , u+

j , u
−
j , . . .)

u̇−j = −iλju−j − ig−j (. . . , u+
j , u

−
j , . . .)

∀j ∈ Z , (1.23)
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where
λj :=

√
j2 + m (1.24)

are the eigenvalues of D and

g+
j =

1
2π

∫
T
g
(∑
h∈Z

u+
h e

ihx,
∑
h∈Z

u−h e
−ihx

)
e−ijxdx , g−j := g+

−j . (1.25)

By (1.22), the “real” subset R in (1.17) reads u+
j = u−j (this is the motivation for the choice of the

signs in (1.22)) and, by (1.18), the second equation in (1.23) is the complex conjugated of the first
one, namely

g+
j = g−j when u+

j = u−j , ∀j . (1.26)

The subspace E of even functions in (1.19) reads, under Fourier transform,

E :=
{
u+
j = u+

−j , u
−
j = u−−j , ∀j ∈ Z

}
(1.27)

and note that E is invariant under (1.23) because

(g±−j)|E = (g±j )|E . (1.28)

By (1.22) the involution (1.20) reads

S : (u+
j , u

−
j )→ (u−−j , u

+
−j) , ∀j ∈ Z , (1.29)

and (1.23) is reversible with respect to S because

g+
j (. . . , u−−i, u

+
−i, . . .) = g−−j(. . . , u

+
i , u

−
i , . . .) . (1.30)

Finally, since g is real analytic, the assumptions (1.3) and (1.6) imply the key property

g±j (. . . , u+
i , u

−
i , . . .) has real Taylor coefficients (1.31)

in the variables (u+
i , u

−
i ).

Remark 1.1. The previous property is compatible with oscillatory phenomena for (1.23), excluding
friction phenomena. This is another strong motivation for assuming (1.3) and (1.6).

Abstract KAM theorem. For every choice of symmetric tangential sites

I = I+ ∪ (−I+) with I+ ⊂ N \ {0} , ]I = n , (1.32)

system (1.23) where g = 0 (i.e. linear) has the invariant tori{
uj ūj = ξ|j| > 0, for j ∈ I , uj = ūj = 0 for j 6∈ I

}
parametrized by the actions ξ = (ξj)j∈I+ . They correspond to the quasi-periodic solutions in (1.11).

We first analyze the nonlinear dynamics of the PDE close to the origin, via a Birkhoff normal
form reduction (see section 7). This step depends on the nonlinearity g and on the fact that the mass
m > 0. Here we use (1.7) to ensure that the third order Birkhoff normalized system is (partially)
integrable and that the “twist condition” holds.

Then we introduce action-angle coordinates on the tangential variables:

u+
j =

√
ξ|j| + yje

ixj , u−j =
√
ξ|j| + yje

−ixj , j ∈ I , (u+
j , u

−
j ) = (z+

j , z
−
j ) ≡ (zj , z̄j) , j /∈ I , (1.33)
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where |yj | < ξ|j|. Then, system (1.23) is conjugated to a parameter dependent family of analytic
systems of the form 

ẋ = ω(ξ) + P (x)(x, y, z, z̄; ξ)
ẏ = P (y)(x, y, z, z̄; ξ)
żj = iΩj(ξ)zj + P (zj)(x, y, z, z̄; ξ)
˙̄zj = −iΩj(ξ)z̄j + P (z̄j)(x, y, z, z̄; ξ) , j ∈ Z \ I ,

(1.34)

where (x, y) ∈ Tns × Cn, z, z̄ are infinitely many variables, ω(ξ) ∈ Rn, Ω(ξ) ∈ R∞. The frequencies
ωj(ξ), Ωj(ξ) are close to the unperturbed frequencies λj in (1.24) and satisfy ω−j = ωj , Ω−j = Ωj .
System (1.34) is:

1. reversible (see Definition 2.7) with respect to the involution

S : (xj , yj , zj , z̄j) 7→ (−x−j , y−j , z̄−j , z−j) , ∀j ∈ Z , S2 = I , (1.35)

which is nothing but (1.29) in the variables (1.33).

2. real-coefficients, see Definition 2.8. Indeed, by (1.31), (1.33) and (7.30), all the functions

P (x) , iP (y) , iP (zj) , iP (z̄j)

have real Taylor-Fourier coefficients in the variables (x, y, z, z̄).

3. real-on-real, see Definition 2.9.

4. even. The vector field P : E → E and so the subspace

E :=
{
xj = x−j , yj = y−j , j ∈ I , zj = z−j , z̄j = z̄−j , j ∈ Z \ I

}
(1.36)

is invariant under the flow evolution of (1.34).

In system (1.34) we think xj , yj , z
±
j , as independent variables and then we look for solutions in

the invariant subspace E, which means solutions of (1.15) even in x.

Remark 1.2. It would seem also natural to work directly in the cosine basis {cos(jx)}j≥0 instead
of the Fourier representation (1.22), namely to identify x−j ≡ xj, z±−j ≡ z±j . But, the notion of
momentum is not well defined in the space of even functions. For example the vector fields z−j∂zi and
zj∂zi , that have different momentum, would be identified.

Since the linear frequencies ω−j = ωj , Ω−j = Ωj , are resonant, along the KAM iteration, the
monomial vector fields of the perturbation

eik·x∂xj , eik·xyi∂yj , k ∈ Znodd , |i| = 0, 1, j ∈ I ,
eik·xz±j∂zj , eik·xz̄±j∂z̄j , ∀k ∈ Znodd , j ∈ Z \ I ,

where Znodd := {k ∈ Zn : k−j = −kj ,∀j ∈ I}, can not be averaged out. On the other hand, on
the invariant subspace E, where we look for the quasi-periodic solutions, the above terms can be
replaced by the constant coefficients monomial vector fields, obtained setting x−j = xj , z±−j = z±j .
More precisely we proceed as follows: in section 5.1 we replace the nonlinear vector field P with its
symmetrized SP (Definition 5.2) which determines the same dynamics on the invariant subspace E
(Corollary 5.1) because

P|E = (SP )|E .

The vector field SP is reversible and its weighted and quasi-Töplitz norms are (almost) the same as
for P (Proposition 5.2). The homological equations (5.26) for a symmetric and reversible vector field
perturbation (see (5.27)) can be solved, see Proposition 5.1, and the remaining resonant term (5.28)
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is a diagonal, constant coefficients correction of the normal form (5.1) (also using the real coefficients
property). This procedure allows the KAM iteration to be carried out (remark 5.1 shows that the
symmetrization procedure is required at each KAM step). Note that, after this composite KAM step,
the correction to the normal frequencies described in (1.39) comes out from the symmetrized vector
field SP and not from P itself.

As in the Hamiltonian case [4], a major difficulty of the KAM iteration is to fulfill, at each iterative
step, the second order Melnikov non-resonance conditions. Actually, following the formulation of the
KAM theorem given in [3]-[4] it is sufficient to verify

|ω∞(ξ) · k + Ω∞i (ξ)− Ω∞j (ξ)| ≥ γ

1 + |k|τ
, γ > 0 , (1.37)

only for the “final” frequencies ω∞(ξ) and Ω∞(ξ) and not along the inductive iteration.
As in [4] the key idea for verifying the second order Melnikov non-resonance conditions (1.37) for

DNLW is to prove the higher order asymptotic decay estimate

Ω∞j (ξ) = j + a(ξ) +
m
2j

+O(
γ2/3

j
) for j ≥ O(γ−1/3) (1.38)

where a(ξ) is a constant independent of j.
This property follows by introducing the notion of quasi-Töplitz vector field, see Definition 3.4.

The new normal frequencies for a symmetric perturbation P = SP are Ω+
j = Ωj + iP zj ,zj where the

corrections P zj ,zj are the diagonal entries of the matrix defined by

P z,zz∂z :=
∑
i,j

P zi,zjzj∂zi , P zi,zj :=
∫

Tn
(∂zjP

(zi))(x, 0, 0, 0; ξ) dx . (1.39)

Thanks to the real-coefficients property, the corrections iP zj ,zj are real. We say that a matrix P = P z,z

is quasi-Töplitz if it has the form
P = T +R

where T is a Töplitz matrix (i.e. constant on the diagonals) and R is a “small” remainder, satisfying
in particular Rjj = O(1/j). Then (1.38) follows with the constant a := Tjj which is independent of j.

The definition of quasi-Töplitz vector field is actually simpler than that of quasi-Töplitz function,
used in the Hamiltonian context [4], [31]. In turn, the notion of quasi-Töplitz function is weaker than
the Töplitz-Lipschitz property, introduced by Eliasson-Kuksin [16]. The quasi-Töplitz nature of the
perturbation is preserved along the KAM iteration (with slightly modified parameters) because the
class of quasi-Töplitz vector fields is closed with respect to

1. Lie bracket (Proposition 3.1),

2. Lie series (Proposition 3.2),

3. Solution of the homological equation (Proposition 5.3),

which are the operations along the KAM iterative scheme.
An important difference with respect to [4] is that we do not require the conservation of momentum,

and so Theorem 4.1 applies to the DNLW equation (1.2) where the nonlinearity g may depend on the
space variable x. The properties of quasi-Töpliz functions as introduced in [31], [4], strongly rely on
the conservation of momentum. However, we remark that the concept of momentum of a vector field
is always well defined (see Definition 2.3). Then we overcome the impasse of the non-conservation of
momentum introducing the a-weighted majorant norm for vector fields (Definition 2.4) which penalizes
the high-momentum monomials (see (2.38)). Hence only the low-momentum monomials vector fields
are relevant. This fact is crucial, in particular, in order to prove that the class of quasi-Töplitz vector
fields is closed with respect to Lie brackets (Proposition 3.1).
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Finally, concerning the KAM iteration, we note that we do not follow the same quadratic scheme
of [4] for the Hamiltonian case, but a scheme similar to Moser [27] where we eliminate all the linear
terms in (y, z, z̄), see Definition 2.6. Actually, for a non Hamiltonian system it is more natural to treat
the variables (y, z, z̄) at the same level: this is realized assigning the same “degree” to these variables,
see section 2.4.

1.3 Non existence of quasi-periodic solutions for DNLW

We now consider different nonlinearities for which we can exclude the existence of non-trivial quasi-
periodic solutions.

Proposition 1.1. Let p ∈ N be odd. The DNLW equations

ytt − yxx = ypx + f(y) , x ∈ T , (1.40)

ytt − yxx = ∂x(yp) + f(y) , x ∈ T , (1.41)

have no smooth quasi-periodic solutions except for trivial periodic solutions of the form y(t, x) = c(t).
In particular f ≡ 0 implies c(t) ≡ const.

Proof. We claim that the function M(y, v) :=
∫

T
yx v dx is a Lyapunov function for both (1.40) and

(1.41) where yt = v. Indeed, along a smooth solution of (1.40) we have

d

dt
M(y, v) =

∫
T
(∂tyx)v + yx vt dx =

∫
T
(∂xv)v + yx(yxx + ypx + f(y)) dx

=
∫

T
∂x

(v2 + y2
x

2
+ F (y)

)
dx +

∫
T
yp+1
x dx =

∫
T
yp+1
x dx .

As a consequence M(y, v) is strictly decreasing along the solutions of (1.40) unless yx(t, x) = 0, ∀t,
namely y(t, x) = c. Indeed, if there is a periodic solution (y(t, x), v(t, x)) of (1.40), with period T ,
then

0 =
∫ T

0

(∫
T
yp+1
x (t, x) dx

)
dt =⇒

∫
T
yp+1
x (t, x) dx = 0 , ∀t ∈ [0, T ] ,

because p+ 1 is even. Hence ∀t ∈ [0, T ], yx(t, x) = 0, ∀x ∈ T, and we conclude y(t, x) = c(t). Similarly
we exclude the existence of quasi-periodic solutions, since we would have Tn → +∞ such that

lim
n→+∞

∫ Tn

0

(∫
T
yp+1
x (t, x) dx

)
dt = 0 .

Similarly, along a solution of (1.41) we derive, setting g(y) = yp,

d

dt
M(y, v) =

∫
T
y2
x g
′(y) dx

and we conclude as above because g′(y) = pyp−1 > 0, ∀y 6= 0.
For wave equations, the role of the space variable x and time variable t is symmetric. A term like

ypt for an odd p is a friction term which destroys the existence of quasi-periodic solutions.

Proposition 1.2. Let p ∈ N be odd. The DNLW equation

ytt − yxx = ypt + f(y) , x ∈ T , (1.42)

has no smooth quasi-periodic solutions except except for trivial periodic solutions of the form y(t, x) =
c(x). In particular f ≡ 0 implies c(x) ≡ const.

10



Proof. The function H(y, v) :=
∫

T

v2

2
+

y2
x

2
−F (y) dx (i.e. the Hamiltonian for the semilinear wave

equation) is a Lyapunov function for (1.42). Indeed, along a smooth solution of (1.42) we get

d

dt
H(y, v) =

∫
T
vp+1 dx .

We conclude as above that yt(t, x) = 0, ∀t, x, and so y = c(x).
The mass term my could be necessary to have existence of quasi-periodic solutions.

Proposition 1.3. The derivative NLW equation

ytt − yxx = y2
t , x ∈ T , (1.43)

has no smooth solutions defined for all times except the constants.

Proof. We decompose the solution

y(t, x) = y0(t) + ỹ(t, x) where y0 :=
∫

T
y(t, x)dx and ỹ := y− y0

has zero average in x. Then, projecting (1.43) on the constants, we get

ÿ0 =
∫

T
y2
tdx =

∫
T
(ẏ0 + ỹt)2dx = ẏ2

0 + 2ẏ0

∫
T
ỹtdx +

∫
T
ỹ2
tdx = ẏ2

0 +
∫

T
ỹ2
tdx ≥ ẏ2

0 . (1.44)

Hence v0 := ẏ0 satisfies v̇0 ≥ v2
0 which blows up unless v0 ≡ 0. But, in this case, (1.44) implies that

yt(t, x) ≡ 0, ∀x. Hence y(t, x) = y(x) and (1.43) (and x ∈ T) imply that y(t, x) = const.
For more general even power nonlinearities (both in yx and yt) the mass term my (as well as any

term depending on y) could be necessary to allow the existence of quasi-periodic solutions:

Proposition 1.4. Let p, q ∈ N be even. Then the derivative NLW equations

ytt − yxx = ypx , x ∈ T , (1.45)

ytt − yxx = ypt , ytt − yxx = ypx + yqt , x ∈ T ,

have no smooth periodic/quasi-periodic solutions except the constants.

Proof. Let us consider for example (1.45). If there exists a periodic solution (y(t, x), v(t, x)) of
(1.45), with period T , then∫ T

0

∫
T
(ytt − yxx)dtdx = 0 =

∫ T

0

∫
T
ypx(t, x)dxdt .

Hence, ∀t ∈ [0, T ], ypx(t, x) = 0, ∀x ∈ T (because p is even). Hence yx(t, x) = 0, ∀x ∈ T, that is
y(t, x) = c(t). Inserting in the equation (1.45) we get ctt(t) = 0. Therefore c(t) = a+ bt and the only
one which is periodic has b = 0. For quasi-periodic solutions the argument is the same.

We finally remark that all the solutions of the DNLW equation

ytt − yxx = y2
t − y2

x , x ∈ T , (1.46)

(whose nonlinearity satisfies the “null-condition”) are 2π-periodic in time. Indeed we check that

y = − ln(α(t+ x) + β(t− x)) , α(t+ x) + β(t− x) > 0 (1.47)

are all the solutions of (1.46). The periodicity condition in space x ∈ T implies that α(·), β(·) are
2π-periodic. Hence all the solutions (1.47) are 2π periodic.
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2 Vector fields formalism

In this section we introduce the main properties of the vector fields that we shall use along the paper
(commutators, momentum, norms, reversibility, degree, ...). We shall refer often to section 2 of [4].
The first difference between the present paper and [4] (which applies to Hamiltonian systems) is that
we have to work always at the level of vector fields (reversible, see section 2.5) and not of functions
(Hamiltonians). An important novelty of this section is the introduction of the a-weighted majorant
norm (Definition 2.4) which enables to deal with vector fields without requiring the conservation of
momentum as in [4]. Finally, we note that the vector fields that we aim to eliminate along the KAM
iteration (see Definition 2.6) are different than in the Hamiltonian case [4].

2.1 Functional setting

For I ⊂ Z (possibly empty) and a ≥ 0, p > 1/2, we define the Hilbert space

`a,pI :=
{
z = {zj}j∈Z\I , zj ∈ C : ‖z‖2a,p :=

∑
j∈Z\I

|zj |2e2a|j|〈j〉2p <∞
}

(2.1)

that, when I = ∅, we denote more simply by `a,p. Let n be the cardinality of I. We consider

V := Cn × Cn × `a,pI × `
a,p
I (2.2)

(denoted by E in [4]) with (s, r)-weighted norm

v = (x, y, z, z̄) ∈ V , ‖v‖V := ‖v‖s,r = ‖v‖V,s,r =
|x|∞
s

+
|y|1
r2

+
‖z‖a,p
r

+
‖z̄‖a,p
r

(2.3)

where 0 < s, r < 1, and |x|∞ := max
h=1,...,n

|xh|, |y|1 :=
n∑
h=1

|yh|. For all s′ ≤ s, r′ ≤ r,

‖v‖s′,r′ ≤ max{s/s′, (r/r′)2}‖v‖s,r . (2.4)

Notice that z and z̄ are independent complex variables. We shall also use the notation

z+
j = zj , z−j = z̄j ,

and we denote the set of variables

V :=
{
x1, . . . , xn, y1, . . . , yn, . . . , zj , . . . , z̄j , . . .

}
, j ∈ Z \ I . (2.5)

As phase space, we define the toroidal domain

D(s, r) := Tns ×D(r) := Tns ×Br2 ×Br ×Br ⊂ V (2.6)

where D(r) := Br2 ×Br ×Br,

Tns :=
{
x ∈ Cn : max

h=1,...,n
|Imxh| < s

}
, Br2 :=

{
y ∈ Cn : |y|1 < r2

}
(2.7)

and Br ⊂ `a,pI is the open ball of radius r centered at zero. We think Tn as the n-dimensional torus
Tn := 2πRn/Zn, namely f : D(s, r)→ C means that f is 2π-periodic in each xh-variable, h = 1, . . . , n.
If n = 0 then D(s, r) ≡ Br ×Br ⊂ `a,p × `a,p.

Remark 2.1. Let us explain the choice of the “scaling” in (2.3),(2.6). We want to prove persistence
of elliptic tori for perturbation of the integrable system ẋ = ω, ẏ = 0, żj = −iΩjzj , ˙̄zj = iΩj z̄j (recall
(1.34)). Then it is natural that the variables z and z̄ have the same scaling factor r while the variables
y have a smaller scaling factor r′. We choose r′ = r2 since in the application to the DNLW y is an
action variable, namely it has the same “dimension” of zz̄, recall (1.33).

12



We introduce the “real” phase space

R(s, r) :=
{
v = (x, y, z+, z−) ∈ D(s, r) : x ∈ Tn , y ∈ Rn , z+ = z−

}
(2.8)

where z+ is the complex conjugate of z+.

2.2 Formal vector fields

Along this paper we consider vector fields of the form

X(v) = (X(x)(v), X(y)(v), X(z)(v), X(z̄)(v)) ∈ V (2.9)

where v ∈ D(s, r) and X(x)(v), X(y)(v) ∈ Cn, X(z)(v), X(z̄)(v) ∈ `a,pI . We shall also use the differential
geometry notation

X(v) = X(x)∂x +X(y)∂y +X(z)∂z +X(z̄)∂z̄ =
∑
v∈V

X(v)∂v (2.10)

(recall (2.5)) where

X(x)∂x :=
n∑
h=1

X(xh)∂xh

and similarly for X(y)∂y, X
(z)∂z, X

(z̄)∂z̄. Equivalently we write

X(v) =
(
X(v)(v)

)
v∈V

. (2.11)

Each component is a formal scalar power series with infinitely many variables

X(v)(v) =
∑

(k,i,α,β)∈I

X
(v)
k,i,α,β e

ik·xyizαz̄β (2.12)

with coefficients X(v)
k,i,α,β ∈ C and multi-indices in

I := Zn × Nn × N(Z\I) × N(Z\I) (2.13)

where
N(Z\I) :=

{
α := (αj)j∈Z\I ∈ NZ with |α| :=

∑
j∈Z\I

αj < +∞
}
. (2.14)

In (2.12) we use the standard multi-indices notation zαz̄β := Πj∈Z\I z
αj
j z̄

βj
j .

We recall that a formal series
∑

(k,i,α,β)∈I

ck,i,α,β , ck,i,α,β ∈ C, is absolutely convergent if the function

I 3 (k, i, α, β) 7→ ck,i,α,β ∈ C is in L1(I, µ) where µ is the counting measure of I. Then we set∑
(k,i,α,β)∈I

ck,i,α,β :=
∫

I
ck,i,α,β dµ . (2.15)

We consider monomial vector fields having all components zero, except one, which is a scalar monomial

mk,i,α,β(v) := eik·xyizαz̄β . (2.16)
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Definition 2.1. (monomial vector field) A monomial vector field is mk,i,α,β;v′(v) where

mk,i,α,β;v′(v) = mk,i,α,β(v)∂v′ := eik·xyizαz̄β∂v′ . (2.17)

Each component is

m
(v)
k,i,α,β;v′(v) =

{
eik·xyizαz̄β if v = v′

0 otherwise .

Then a vector field X in (2.10) is decomposed as a formal series of vector field monomials with
coefficients in C:

X(v) =
∑
v∈V

∑
(k,i,α,β)∈I

X
(v)
k,i,α,βmk,i,α,β;v(v) =

∑
v∈V

∑
(k,i,α,β)∈I

X
(v)
k,i,α,βe

ik·xyizαz̄β∂v . (2.18)

For a subset of indices I ⊂ I× V we define the projection

(ΠIX)(v) :=
∑

(k,i,α,β,v)∈I

X
(v)
k,i,α,β e

ik·xyizαz̄β∂v . (2.19)

For any subset of indices I, I ′ ⊂ I× V we have

ΠIΠI′ = ΠI∩I′ = ΠI′ΠI . (2.20)

Note that a projection on an index set corresponds to the projection on the space generated by
the corresponding monomial vector fields.

Definition 2.2. The formal vector field X is absolutely convergent in V (with norm (2.3)) at v ∈ V
if every component X(v)(v), v ∈ V, is absolutely convergent in v (see (2.15)) and∥∥∥(X(v)(v)

)
v∈V

∥∥∥
V
< +∞ .

The commutator (or Lie bracket) of two vector fields is

[X,Y ](v) := dX(v)[Y (v)]− dY (v)[X(v)] (2.21)

namely, its v-component is

[X,Y ](v) =
∑
v′∈V

∂v′X
(v)Y (v′) − ∂v′Y (v)X(v′) . (2.22)

Fixed a set of indices
I := {j1, . . . , jn} ⊂ Z , (2.23)

we set j := (j1, . . . , jn) ∈ Zn and we define the momentum vector field

XM :=
(
j, 0, . . . , ijzj , . . . ,−ijz̄j , . . .

)
, j ∈ Z \ I .

Definition 2.3. The momentum of the vector field monomial mk,i,α,β;v is

π(k, α, β; v) :=
{
π(k, α, β) if v ∈ {x1, . . . , xn, y1, . . . , yn}
π(k, α, β)− σj if v = zσj

(2.24)

where

π(k, α, β) :=
n∑
i=1

jiki +
∑
j∈Z\I

(αj − βj)j (2.25)

is the momentum of the scalar monomial mk,i,α,β(v).
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The monomial vector fields mk,i,α,β;v are eigenvectors, with eigenvalues iπ(k, α, β; v), of the adjoint
action adXM of the momentum vector field XM . This shows the convenience of the exponential basis.

Lemma 2.1. The commutator

[mk,i,α,β;v, XM ] = iπ(k, α, β; v)mk,i,α,β;v .

Proof. By (2.22) with Y = XM we have ∂v′Y (v) = iσj if v = v′ = zσj and 0 otherwise.
We say that a monomial vector field mk,i,α,β;v satisfies momentum conservation if and only if

π(k, α, β; v) = 0. Similarly, a vector field X satisfies momentum conservation if and only if it is a
linear combination of monomial vector fields with zero momentum, i.e. it commutes with XM .

2.3 Weighted majorant norm

In the following we consider a new parameter a ≥ 0. Given a formal vector field X as in (2.18) we
define its “a-weighted majorant” vector field

(MaX)(v) :=
∑
v∈V

∑
(k,i,α,β)∈I

ea|π(k,α,β;v)||X(v)
k,i,α,β |e

ik·xyizαz̄β∂v (2.26)

where π(k, α, β; v) is the momentum of the monomial mk,i,α,β;v defined in (2.24). When a = 0 we
simply write MX instead of M0X, which coincides with the majorant vector field introduced in [4]-
section 2.1.2, see also [2]. The role of the weight ea|π(k,α,β;v)| is to “penalize” the high momentum
monomials. This is evident from (2.38) which will be exploited in Lemma 3.1 to neglect the high
momentum monomial vector fields, slightly decreasing the parameter a.

Definition 2.4. (a-weighted majorant-norm) The a-weighted majorant norm of a formal vector
field X as in (2.18) is

‖X‖s,r,a := sup
(y,z,z̄)∈D(r)

∥∥∥( ∑
k,i,α,β

ea|π(k,α,β;v)||X(v)
k,i,α,β |e

|k|s|yi||zα||z̄β |
)
v∈V

∥∥∥
s,r
. (2.27)

When a = 0 the norm ‖ · ‖s,r,0 coincides with the “majorant norm” introduced in [4]-Definition
2.6 (where it was simply denoted by ‖ · ‖s,r). By (2.27) and (2.26) we get

‖X‖s,r,a = ‖MaX‖s,r,0 . (2.28)

Remark 2.2. Relation (2.28) makes evident that the norm ‖ · ‖s,r,a satisfies the same properties of
the majorant norm ‖ · ‖s,r,0. Then the following lemmata on the a-weighted majorant-norm ‖ · ‖s,r,a
follow by the analogous lemmata of [4] for the majorant norm ‖ · ‖s,r,0.

For an absolutely convergent vector field X : D(s, r)→ V we define the sup-norm

|X|s,r := sup
v∈D(s,r)

‖X(v)‖V,s,r . (2.29)

Lemma 2.2. Assume that for some s, r > 0, a ≥ 0, the weighted majorant-norm

‖X‖s,r,a < +∞ . (2.30)

Then the series in (2.18), resp. (2.26), absolutely converge to the analytic vector field X(v), resp.
MaX(v), for every v ∈ D(s, r). Moreover

|X|s,r, |MaX|s,r ≤ ‖X‖s,r,a . (2.31)
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Then we consider the following Banach subspaces of analytic vector fields

Vs,r,a :=
{
X : D(s, r)→ V with norm ‖X‖s,r,a < +∞

}
and, for h ∈ Z,

Vs,r,a(h) :=
{
X :=

∑
π(k,α,β;v)=h

X
(v)
k,i,α,β e

ik·xyizαz̄β∂v ∈ Vs,r,a
}
.

For a vector field X ∈ Vs,r,a(h) we define its momentum π(X) = h.

Lemma 2.3. Let X,Y have momentum π(X), π(Y ), respectively. Then π([X,Y ]) = π(X) + π(Y ).

Finally we consider a family of vector fields

X : D(s, r)×O → V (2.32)

depending on parameters ξ ∈ O ⊂ Rn. For λ ≥ 0, we define the λ-weighted Lipschitz norm

‖X‖λs,r,a,O := ‖X‖λs,r,a := ‖X‖s,r,a,O + λ‖X‖lips,r,a,O (2.33)

:= sup
ξ∈O
‖X(ξ)‖s,r,a + λ sup

ξ,η∈O, ξ 6=η

‖X(ξ)−X(η)‖s,r,a
|ξ − η|

and we set
Vλs,r,a := Vλs,r,a,O :=

{
X(· ; ξ) ∈ Vs,r,a , ∀ ξ ∈ O : ‖X‖λs,r,a <∞

}
.

Note that, if X is independent of ξ, then ‖X‖λs,r,a = ‖X‖s,r,a, ∀λ.
The ‖ · ‖λs,r,a norm behaves well under projections, see (2.19).

Lemma 2.4. (Projection) ∀I ⊂ I× V we have ‖ΠIX‖s,r,a ≤ ‖X‖s,r,a and ‖ΠIX‖lips,r,a ≤ ‖X‖lips,r,a.

Important particular cases are the “ultraviolet” projection

(Π|k|≥KX)(v) :=
∑

|k|≥K,i,α,β

X
(v)
k,i,α,β e

ik·xyizαz̄β∂v , Π|k|<K := Id−Π|k|≥K (2.34)

and the “high momentum” projection

(Π|π|≥KX)(v) :=
∑

|π(k,α,β;v)|≥K

X
(v)
k,i,α,β e

ik·xyizαz̄β∂v , Π|π|<K := Id−Π|π|≥K . (2.35)

We also define a further projection Πdiag by linearity, setting

Πdiagmk,i,α,β;v =

 mk,i,α,β;v if k = 0, i = 0, α = ej , β = 0, v = zj , j ∈ Z \ I
mk,i,α,β;v if k = 0, i = 0, α = 0, β = ej , v = z̄j , j ∈ Z \ I
0 otherwise.

(2.36)

By (2.27) following smoothing estimates hold:

Lemma 2.5. (Smoothing) ∀K ≥ 1 and λ ≥ 0

‖Π|k|≥KX‖λs′,r,a ≤ s

s′
e−K(s−s′)‖X‖λs,r,a , ∀ 0 < s′ < s (2.37)

‖Π|π|≥KX‖λs,r,a′ ≤ e−K(a−a′)‖X‖λs,r,a , ∀ 0 ≤ a′ ≤ a . (2.38)

The space of analytic vector fields with finite a-weighted majorant norm is a Lie algebra:
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Proposition 2.1. (Commutator) Let X,Y ∈ Vλs,r,a. Then, for λ ≥ 0, r/2 ≤ r′ < r, s/2 ≤ s′ < s,
[X,Y ] ∈ Vλs′,r′,a and

‖[X,Y ]‖λs′,r′,a ≤ 22n+3δ−1‖X‖λs,r,a‖Y ‖λs,r,a (2.39)

where

δ := min
{

1− s′

s
, 1− r′

r

}
. (2.40)

Proof. The proof of
‖[X,Y ]‖s′,r′,a ≤ 22n+3δ−1‖X‖s,r,a‖Y ‖s,r,a (2.41)

follows as in [4], Lemma 2.15, by exploiting Lemma 2.3. Then

‖[X,Y ](ξ)− [X,Y ](η)‖s′,r′,a =
∥∥∥[X(ξ)−X(η), Y (ξ)] + [X(η), Y (ξ)− Y (η)]

∥∥∥
s′,r′,a

≤
∥∥∥[X(ξ)−X(η), Y (ξ)]

∥∥∥
s′,r′,a

+
∥∥∥[X(η), Y (ξ)− Y (η)]

∥∥∥
s′,r′,a

(2.41),(2.33)

≤ 22n+3δ−1|ξ − η|
(
‖X‖lips,r,a‖Y ‖s,r,a + ‖Y ‖lips,r,a‖X‖s,r,a

)
and (2.39) follows taking the supremum in the parameters.

Given a vector field X, its transformed field under the time 1 flow generated by Y is

eadYX =
∑
k≥0

1
k!

adkYX , adYX := [X,Y ] , (2.42)

where adkY := adk−1
Y adY and ad0

Y := Id.

Proposition 2.2. (Flows) Let λ ≥ 0, r/2 ≤ r′ < r, s/2 ≤ s′ < s, and Y ∈ Vλs,r,a with

‖Y ‖λs,r,a < η := δ/(22n+5e) (2.43)

and δ defined in (2.40). Then the time 1 flow generated by Y maps D(s′, r′) → D(s, r) and, for all
X ∈ Vλs,r,a, the transformed vector field eadYX ∈ Vλs′,r′,a satisfies

‖eadYX‖λs′,r′,a ≤
‖X‖λs,r,a

1− η−1‖Y ‖λs,r,a
. (2.44)

We conclude this section with two simple lemmata.

Lemma 2.6. Let P =
∑

|k|≤K,i,α,β

Pk,i,α,β;ve
ik·xyizαz̄β∂v and |∆k,i,α,β;v| ≥ γ〈k〉−τ , ∀|k| ≤ K, i, α, β, v.

Then
F :=

∑
|k|≤K,i,α,β;v

Pk,i,α,β;v

∆k,i,α,β;v
eik·xyizαz̄β∂v satisfies ‖F‖s,r,a ≤ γ−1Kτ‖P‖s,r,a .

Lemma 2.7. Let P =
∑
j∈Z\I

Pjzj∂zj with ‖P‖r < ∞. Then |Pj | ≤ ‖P‖r and |Pj |lip ≤ ‖P‖lipr . An

analogous statement holds for P =
∑
j∈Z\I

Pj z̄j∂z̄j .

Proof. By Definition 2.4 we have

‖P‖2r = 2 sup
‖z‖a,p<r

∑
h∈Z\I

|Ph|2
|zh|2

r2
e2a|h|〈h〉2p ≥ |Pj |2

by evaluating at z(j)
h := δjhe

−a|j|〈j〉pr/
√

2. Applying the above estimates to P ′, where P ′ := P (ξ)−
P (η) =

∑
j∈Z\I

(
Pj(ξ)− Pj(η)

)
zj∂zj , we get |Pj(ξ)− Pj(η)|/|ξ − η| ≤ ‖P (ξ)− P (η)‖r/|ξ − η|; then the

Lipschitz estimate follows.
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2.4 Degree decomposition

We now define the terms of the vector field that we aim to eliminate along the KAM iteration.

Definition 2.5. The degree of the monomial vector field mk,i,α,β;v is

d(mk,i,α,β;v) := |i|+ |α|+ |β| − d(v) where d(v) :=
{

0 if v ∈ {x1, . . . , xn}
1 otherwise.

This notion naturally extends to any vector field by monomial decomposition. We say that a vector
field has degree h if it is an absolutely convergent combination of monomial vector fields of degree h.
We explicit the degrees of the basic vector field monomials d(∂x) = 0, d(∂y) = d(∂zj ) = d(∂z̄j ) = −1.
The degree d gives to the analytic vector fields the structure of a graded Lie algebra, because, given
two vector fields X,Y of degree respectively d(X) and d(Y ), then

d([X,Y ]) = d(X) + d(Y ) . (2.45)

For X ∈ Vs,r,a we define the homogeneous component of degree l ∈ N,

X(l) := Π(l)X :=
∑

|i|+|α|+|β|−d(v)=l

X
(v)
k,i,α,β e

ik·xyizαz̄β∂v . (2.46)

We also set
X≤0 := X(−1) +X(0) . (2.47)

The above projector Π(l) has the form ΠI , see (2.19), for a suitable subset I ⊂ I× V.

Definition 2.6. We denote by R≤0 the vector fields with degree ≤ 0. Using the compact notation

u := (y, z, z̄) = (y, z+, z−) ,

a vector field in R≤0 writes

R = R≤0 = R(−1) +R(0) , R(−1) = Ru(x)∂u , R(0) = Rx(x)∂x +Ru,u(x)u ∂u , (2.48)

where
Rx(x) ∈ Cn , Ru ∈ Cn × `a,pI × `

a,p
I , Ru,u(x) ∈ L(Cn × `a,pI × `

a,p
I ) . (2.49)

In more extended notation

Ru(x)∂u = Ry(x)∂y +Rz(x)∂z +Rz̄(x)∂z̄
Ru,u(x)u∂u =

(
Ry,y(x)y +Ry,z(x)z +Ry,z̄(x)z̄

)
∂y +

(
Rz,y(x)y +Rz,z(x)z +Rz,z̄(x)z̄

)
∂z

+
(
Rz̄,y(x)y +Rz̄,z(x)z +Rz̄,z̄(x)z̄

)
∂z̄ . (2.50)

The terms of the vector field that we want to eliminate (or normalize) along the KAM iteration
are those in R≤0. The graded Lie algebra property (2.45) implies that R≤0 is closed by Lie bracket:

Lemma 2.8. If X,Y ∈ R≤0 then [X,Y ] ∈ R≤0.

The above observation is useful for analyzing the new normal form along the KAM step.

Remark 2.3. In the Hamiltonian KAM theorem [4] we do not eliminate the terms Rz,y(x)y∂z,
Rz̄,y(x)y∂z̄ and instead we remove Ry,zz(x)z2∂y. Actually also without eliminating the terms Rz,y(x)y∂z,
Rz̄,y(x)y∂z̄, the KAM scheme would be quadratic. In any case it is free to remove such terms. We
follow [27].
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2.5 Reversible, real-coefficients, real-on-real, even, vector fields

We now define the class of reversible/anti-reversible vector fields, see [7].

Definition 2.7. (Reversibility) A vector field X = (X(x), X(y), X(z), X(z̄)) (see (2.9)) is re-
versible with respect to an involution S (namely S2 = I) if

X ◦ S = −S ◦X . (2.51)

A vector field Y is anti-reversible if

Y ◦ S = S ◦ Y . (2.52)

When the set I is symmetric as in (1.32) and S is the involution in (1.35), a vector field X is
reversible if its coefficients (see (2.12)) satisfy

X
(v)
k,i,α,β =


X

(v̂)

−k̂,̂ı,β̂,α̂
if v = xj , j ∈ I ,

−X(v̂)

−k̂,̂ı,β̂,α̂
if v = yj , j ∈ I ,

−X(z−σ−j )

−k̂,̂ı,β̂,α̂
if v = zσj , j ∈ Z \ I

(2.53)

where

k̂ := (k−j)j∈I , ı̂ := (i−j)j∈I , β̂ := (β−j)j∈Z\I , α̂ := (α−j)j∈Z\I , v̂ := (v−j)j∈Z . (2.54)

Clearly Y is anti-reversible if

Y
(v)
k,i,α,β =


−Y (v̂)

−k̂,̂ı,β̂,α̂
if v = xj , j ∈ I ,

Y
(v̂)

−k̂,̂ı,β̂,α̂
if v = yj , j ∈ I ,

Y
(z−σ−j )

−k̂,̂ı,β̂,α̂
if v = zσj , j ∈ Z \ I.

(2.55)

Definition 2.8. (real-coefficients) A vector field

X = X(x)∂x +X(y)∂y +X(z+)∂z+ +X(z−)∂z−

is called “real-coefficients” if the Taylor-Fourier coefficients of X(x), iX(y), iX(z+), iX(z−) are
real. The vector field X is called “anti-real-coefficients” if iX is real-coefficients.

Definition 2.9. (real-on-real) A vector field X : D(s, r)→ V is real-on-real if

X(x)(v) = X(x)(v) , X(y)(v) = X(y)(v) , X(z−)(v) = X(z+)(v) , ∀v ∈ R(s, r) , (2.56)

where R(s, r) is defined in (2.8).

On the coefficients in (2.12) the real-on-real condition amounts to

X
(v)
k,i,α,β =

{
X

(v)
−k,i,β,α if v ∈ {x1, . . . , xn, y1, . . . , yn}

X
(z−σj )

−k,i,β,α if v = zσj .
(2.57)

Definition 2.10. (Even) A vector field X is “even” if X : E → E (see (1.36)).

On the coefficients in (2.12) the above parity condition amounts to

X
(v)
k,i,α,β = X

(v̂)

k̂,̂ı,α̂,β̂
(see (2.54)) . (2.58)
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Lemma 2.9. Let X, Y be vector fields.

1. If X is reversible and Y is anti-reversible then the commutator vector field [X,Y ] is reversible
as well as the transformed vector field eadYX (recall (2.42)).

2. If X, resp. Y , is real-coefficients, resp. anti-real-coefficients, then [X,Y ], eadYX are real-
coefficients,

3. If X,Y are real-on-real, then [X,Y ], eadYX are real-on-real,

4. If X,Y are even then [X,Y ], eadYX are even.

Proof. Let us prove the first case. We have by (2.51), (2.52) that

[X,Y ](Sv) = DX(Sv)[Y (Sv)]−DY (Sv)[X(Sv)] = DX(Sv)[SY (v)] +DY (Sv)[SX(v)] . (2.59)

Now, differentiating (2.51), (2.52), we get DX(Sv)[Sh] = −SDX(v)[h], DY (Sv)[Sh] = SDY (v)[h],
∀v, h Hence, inserting in (2.59) we get

[X,Y ](Sv) = −SDX(v)[Y (v)] + SDY (v)[X(v)] = −S[X,Y ](v)

namely [X,Y ] is reversible. Iterating in (2.42), we get that eadYX is reversible.
The other cases follow similarly from the Definitions 2.8-2.10.

Definition 2.11. We denote by

• Rrev the vector fields which are reversible (Definition 2.7) real-coefficients (Definition 2.8), real-
on-real (Definition 2.9) and even (Definition 2.10).

• Ra-rev the vector fields which are anti-reversible, anti-real-coefficients, real-on-real and even.

• R≤0
rev := Rrev ∩R≤0 and R≤0

a−rev := Ra−rev ∩R≤0.

Lemma 2.9 immediately implies

Lemma 2.10. If X ∈ Rrev and Y ∈ Ra−rev then [X,Y ], eadYX ∈ Rrev.

By (2.46), (2.47) and (2.58) we immediately get (the space E was defined in (1.36))

X|E ≡ 0 =⇒ (X≤0)|E ≡ 0 . (2.60)

Lemma 2.11. If X|E ≡ 0 and Y is even (definition 2.10), then
(
[X,Y ]

)
|E ≡ 0, (eadYX)|E ≡ 0.

Proof. If v ∈ E we get

[X,Y ](v)
(2.21)

= dX(v)[Y (v)] =
d

ds |s=0
X
(
v + sY (v)

)
= 0 ,

since v + sY (v) ∈ E. The statement on the Lie series follows by induction from (2.42).

3 Quasi-Töplitz vector fields

Let N0 ∈ N, θ, µ ∈ R be parameters such that

1 < θ, µ < 6 , 12NL−1
0 + 2κN b−1

0 < 1 , κ := max
1≤l≤n

|jl| , (3.1)

(the jl are defined in (2.23)) where
0 < b < L < 1 . (3.2)
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In the following we will always take
N ≥ N0 . (3.3)

For a scalar function f : D(s, r)→ C let

‖f‖s,r,a := sup
(y,z,z̄)∈D(r)

∑
k,i,α,β

ea|π(α,β,k)||fk,i,α,β |es|k||yi||zα||z̄β | . (3.4)

Definition 3.1. A scalar monomial eik·xyizαz̄β is (N,µ)-low momentum if

|k| < N b , α+ β = γ with
∑
l∈Z\I

|l|γl < µNL . (3.5)

An (N,µ)-low momentum scalar monomial is (N,µ, h)-low if

|π(k, α, β)− h| < N b . (3.6)

We denote by ALs,r,a(N,µ), respectively ALs,r,a(N,µ, h), the closure of the space of (N,µ)–low, resp.
(N,µ, h)–low, scalar monomials in the norm ‖ ‖s,r,a in (3.4).
The projection on ALs,r,a(N,µ, h) will be denoted by ΠL,h

N,µ. Note that it is a projection (see (2.19)) on
the subset of indexes I ⊂ I satisfying (3.5) and (3.6).

Clearly, the momentum (2.25) of a scalar monomial m(k, i, α, β), which is (N,µ)-low momentum,
satisfies

|π(k, α, β)|
(3.1),(3.5)

≤ κN b + µNL .

Hence a scalar monomial m(k, i, α, β) may be (N,µ, h)–low only if

|h| < |π(k, α, β)|+N b < µNL + (κ+ 1)N b
(3.1),(3.3)

< N . (3.7)

In particular
ALs,r,a(N,µ, h) = ∅ , ∀ |h| ≥ N . (3.8)

Definition 3.2. A vector field monomial m(k, i, α, β; v) is

• (N,µ)-low if

|π(k, α, β; v)|, |k| < N b , α+ β = γ with
∑
l∈Z\I

|l|γl < µNL . (3.9)

• (N, θ, µ)–linear if

v = zσm, |π(k, α, β; v)|, |k| < N b, α+ β = en + γ with |m|, |n| > θN,
∑
l∈Z\I

|l|γl < µNL . (3.10)

We denote by VLs,r,a(N,µ), respectively Ls,r,a(N, θ, µ), the closure in Vs,r,a of the vector space generated
by the (N,µ)–low, respectively (N, θ, µ)–linear, monomial vector fields. The elements of VLs,r,a(N,µ),
resp. Ls,r,a(N, θ, µ), are called (N,µ)-low, resp. (N, θ, µ)–linear, vector fields.

The projections on VLs,r,a(N,µ), resp. Ls,r,a(N, θ, µ), are denoted by ΠL
N,µ, resp. ΠN,θ,µ. Explicitely

ΠL
N,µ and ΠN,θ,µ, are the projections (see (2.19)) on the subsets of indexes I ⊂ I× V satisfying (3.9)

and (3.10) respectively.
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By Definition 3.2, (2.24) and (3.6), a vector field X ∈ VLs,r,a(N,µ) has components X(xh), X(yh) ∈
ALs,r,a(N,µ, 0) and X(zσm) ∈ ALs,r,a(N,µ, σm). Moreover, by (3.10) and (3.5), a (N, θ, µ)-linear vector
field X ∈ Ls,r,a(N, θ, µ) has the form

X(v) =
∑

m,n,σ,σ′
|m|,|n|>θN

Xσ,m
σ′,n(v)zσ

′

n ∂zσm where Xσ,m
σ′,n ∈ A

L
s,r,a(N,µ, σm− σ′n) . (3.11)

Remark 3.1. By Definition 3.1 and (3.1), the coefficients Xσ,m
σ′,n(v) in (3.11) do not depend on zj , z̄j

with |j| ≥ 6NL.

Here and in the following s(m) := sign(m).

Lemma 3.1. Let X ∈ Ls,r,a(N, θ, µ). Then the coefficients in (3.11) satisfy

Xσ,m
σ′,n = 0 if σs(m) = −σ′s(n). (3.12)

Proof. By (3.8) and |σm− σ′n| (3.12)
= |m|+ |n|

(3.10)

≥ 2θN
(3.1)
> N we get ALs,r,a(N,µ, σm− σ′n) = ∅.

Lemma 3.2. Let mk,i,α,β be a scalar monomial (see (2.16)) such that

α+ β =: γ with
∑
l∈Z\I

|l|γl < 12NL . (3.13)

Then

ΠN,θ,µ

(
mk,i,α,β z

σ′

n ∂zσm

)
=

{ (
ΠL,σm−σ′n
N,µ (mk,i,α,β)

)
zσ
′

n ∂zσm if |m|, |n| > θN

0 otherwise.

Proof. It directly follows by (3.1)-(3.3), (3.6) and (3.10).

3.1 Töplitz vector fields

We define the subclass of (N, θ, µ)-linear vector fields which are Töplitz.

Definition 3.3. (Töplitz vector field) A (N, θ, µ)-linear vector field X ∈ Ls,r,a(N, θ, µ) is (N, θ, µ)-
Töplitz if the coefficients in (3.11) have the form

Xσ,m
σ′,n = Xσ

σ′
(
s(m), σm− σ′n

)
for some Xσ

σ′(ς, h) ∈ ALs,r,a(N,µ, h) (3.14)

and ς ∈ {+,−}, h ∈ Z. We denote by

Ts,r,a := Ts,r,a(N, θ, µ) ⊂ Ls,r,a(N, θ, µ)

the space of the (N, θ, µ)-Töplitz vector fields.

Lemma 3.3. Consider X,Y ∈ Ts,r,a(N, θ, µ) and W ∈ VLs,r,a(N,µ1) with 1 < µ, µ1 < 6. For all
0 < s′ < s , 0 < r′ < r and θ′ ≥ θ, µ′ ≤ µ one has

ΠN,θ′,µ′ [X,W ] ∈ Ts′,r′,a(N, θ′, µ′) . (3.15)

If moreover
µNL + (κ+ 1)N b < (θ′ − θ)N (3.16)

then
ΠN,θ′,µ′ [X,Y ] ∈ Ts′,r′,a(N, θ′, µ′) . (3.17)
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Proof of (3.15). By definition (recall (3.10)) we have that X(x), X(y) and X(zσm) vanish if |m| ≤ θN .
Arguing as in (3.7) we have that W zσj = 0 if |j| ≥ µ1N

L + (κ+ 1)N b. Note that only the components
[X,W ](v) with v = zσm and |m| > θN contribute to ΠN,θ′,µ′ [X,W ]. Noting that θN > µ1N

L+(κ+1)N b

(by (3.1) and (3.3)) we have

[X,W ](z
σ
m) = ∂xX

(zσm)W (x) + ∂yX
(zσm)W (y) +

∑
σ1,|j|<µ1NL+κNb

∂zσ1j X
(zσm)W (z

σ1
j ) . (3.18)

By (3.11) and (3.14) we get X(zσm) =
∑

σ′,|n|>θN

Xσ
σ′(s(m), σm− σ′n)zσ

′

n . Let us consider the first term

of the right hand side of (3.18). Since Xσ
σ′(s(m), σm − σ′n), W (xl) ∈ ALs,r,a(N,µ) (recall (3.14)), all

the monomials in ∂xX
σ
σ′(s(m), σm− σ′n)W (x) satisfy (3.13). By Lemma 3.2 we have

ΠN,θ′,µ′

(
∂xX

(zσm)W (x)∂zσm

)
=


∑

σ′,|n|>θ′N

Uσ,mσ′,n z
σ′

n ∂zσm , if |m| > θ′N

0 otherwise,

where Uσ,mσ′,n := ΠL,σm−σ′n
N,µ′

(
∂xX

σ
σ′(s(m), σm− σ′n)W (x)

)
.

It is immediate to see that Uσ,mσ′,n satisfy (3.14). The other terms in (3.18) are analogous. (3.15) follows.
Proof of (3.17). We have by (2.22)

[X,Y ] =: Z − Z ′ , where Z :=
∑

σ,|m|>θN

( ∑
σ1,|j|>θN

∂zσ1j X
(zσm)Y (z

σ1
j )
)
∂zσm (3.19)

and Z ′ is analogous exchanging the role ofX and Y . We have to prove that ΠN,θ′,µ′Z ∈ Ts′,r′,a(N, θ′, µ′).
By (3.11) and (3.14) we get

Z(zσm) =
∑

σ1,|j|>θN

∑
σ′,|n|>θN

Xσ
σ1

(s(m), σm− σ1j)Y σ1
σ′ (s(j), σ1j − σ′n)zσ

′

n .

Since both Xσ
σ1

(s(m), σm − σ1j) and Y σ1
σ′ (s(j), σ1j − σ′n) belong to ALs,r,a(N,µ) (recall (3.14)), all

the monomials in their product satisfy (3.13). By Lemma 3.2 we get

ΠN,θ′,µ′Z =
∑

σ,σ′, |m|,|n|>θ′N

Zσ,mσ′,n z
σ′

n ∂zσm

where
Zσ,mσ′,n := ΠL,σm−σ′n

N,µ′

( ∑
σ1,|j|>θN

Xσ
σ1

(s(m), σm− σ1j)Y σ1
σ′ (s(j), σ1j − σ′n)

)
. (3.20)

Note that Xσ,σ1(s(m), σm − σ1j) ∈ AL(N,µ, σm − σ1j), formula (3.7) and condition (3.16) imply
that if |m| > θ′N then automatically |j| > |m| − |σm − σ1j| > θ′N − µNL − (κ + 1)N b > θN or
Xσ,σ1(s(m), σm − σ1j) = 0. Then the summation in (3.20) runs over j ∈ Z. By (3.12) we have
s(j) = σσ1s(m). Therefore

Zσ,mσ′,n := ΠL,σm−σ′n
N,µ′

(∑
σ1,h

Xσ
σ1

(s(m), h)Y σ1
σ′ (σσ1s(m), σm− σ′n− h)

)
satisfying (3.14).
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3.2 Quasi-Töplitz vector fields

Given a vector field X ∈ Vs,r,a and a Töplitz vector X̃ ∈ Ts,r,a(N, θ, µ) we define

X̂ := N(ΠN,θ,µX − X̃) . (3.21)

Definition 3.4. (Quasi-Töplitz) A vector field X ∈ Vs,r,a is called (N0, θ, µ)-quasi-Töplitz if the
quasi-Töplitz norm

‖X‖Ts,r,a := ‖X‖Ts,r,a,N0,θ,µ := sup
N≥N0

[
inf

X̃∈Ts,r,a(N,θ,µ)

(
max{‖X‖s,r,a, ‖X̃‖s,r,a, ‖X̂‖s,r,a}

)]
(3.22)

is finite. We define

QTs,r,a := QTs,r,a(N0, θ, µ) :=
{
X ∈ Vs,r,a : ‖X‖Ts,r,a,N0,θ,µ <∞

}
.

In other words, a vector field X is (N0, θ, µ)-quasi-Töplitz with norm ‖X‖Ts,r,a if, for all N ≥ N0,
∀ε > 0, there is X̃ ∈ Ts,r,a(N, θ, µ) such that

ΠN,θ,µX = X̃ +N−1X̂ and ‖X‖s,r,a , ‖X̃‖s,r,a , ‖X̂‖s,r,a ≤ ‖X‖Ts,r,a + ε . (3.23)

We call X̃ ∈ Ts,r,a(N, θ, µ) a “Töplitz approximation” of X and X̂ the “Töplitz-defect”. Note that, by
Definition 3.3 and (3.21) ΠN,θ,µX̃ = X̃, ΠN,θ,µX̂ = X̂.

By the definition in (3.22) we get

‖X‖s,r,a ≤ ‖X‖Ts,r,a,N0,θ,µ . (3.24)

If s′ ≤ s, r′ ≤ r, a′ ≤ a, N ′0 ≥ N0, θ
′ ≥ θ, µ′ ≤ µ then QTs,r,a(N0, θ, µ) ⊆ QTs′,r′,a′(N ′0, θ′, µ′) and

‖ · ‖Ts′,r′,a′,N ′0,θ′,µ′ ≤ max{s/s′, (r/r′)2}‖ · ‖Ts,r,a,N0,θ,µ . (3.25)

Lemma 3.4. (Projections 1) Consider a subset of indices I ⊂ I × V (see (2.13), (2.5)) such that
the projection (see (2.19)) maps

ΠI : Ts,r,a(N, θ, µ)→ Ts,r,a(N, θ, µ) , ∀N ≥ N0 . (3.26)

Then ΠI : QTs,r,a(N0, θ, µ)→ QTs,r,a(N0, θ, µ) and

‖ΠIX‖Ts,r,a ≤ ‖X‖Ts,r,a , ∀X ∈ QTs,r,a(N0, θ, µ) . (3.27)

Moreover, if X ∈ QTs,r,a(N0, θ, µ) satisfies ΠIX = X, then, ∀N ≥ N0, ∀ε > 0, there exists a decompo-
sition ΠN,θ,µX = X̃ + N−1X̂ with a Töplitz approximation X̃ ∈ Ts,r,a(N, θ, µ) satisfying ΠIX̃ = X̃,
ΠIX̂ = X̂ and ‖X̃‖s,r,a, ‖X̂‖s,r,a < ‖X‖Ts,r,a + ε.

Proof. By (3.23) and (2.20) (recall that ΠN,θ,µ is a projection on an index subset, see Definition
3.2)

ΠN,θ,µΠIX = ΠIΠN,θ,µX = ΠIX̃ +N−1ΠIX̂ . (3.28)

Assumption (3.26) implies that ΠIX̃ ∈ Ts,r,a(N, θ, µ) and so ΠIX̃ is a Töplitz approximation for ΠIX.
Hence (3.27) follows by

‖ΠIX‖s,r,a, ‖ΠIX̃‖s,r,a, ‖ΠIX̂‖s,r,a
Lemma2.4,(3.23)

< ‖X‖Ts,r,a + ε .

Now, if ΠIX = X, then (3.28) shows that ΠIX̃ (which satisfies ΠI(ΠIX̃) = ΠIX̃), is a Töplitz
approximation for X.
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Lemma 3.5. (Projections 2) For all l ∈ N, K ∈ N, N ≥ N0, the projections (see (2.46), (2.34),
(2.35), (2.36)) map

Π(l),Π|k|<K ,Π|π|<K ,Πdiag : Ts,r,a(N, θ, µ)→ Ts,r,a(N, θ, µ) . (3.29)

If X ∈ QTs,r,a(N0, θ, µ) then, writing for brevity ‖ · ‖T := ‖ · ‖Ts,r,a,N0,θ,µ,

‖Π(l)X‖T , ‖Π|k|<KX‖T , ‖Π|π|<KX‖T , ‖ΠdiagX‖T ≤ ‖X‖T , (3.30)

‖X≤0‖T , ‖X −X≤0
|k|<K‖

T ≤ ‖X‖T . (3.31)

Moreover, ∀ 0 < s′ < s and ∀0 < a′ < a:

‖Π|k|≥KX‖Ts′,r,a,N0,θ,µ ≤ e−K(s−s′) s

s′
‖X‖Ts,r,a,N0,θ,µ (3.32)

‖Π|π|≥KX‖Ts,r,a′,N0,θ,µ ≤ e−K(a−a′)‖X‖Ts,r,a′,N0,θ,µ . (3.33)

Proof. We prove (3.29) for Π|π|<K , the others are analogous. Since X̃ ∈ Ts,r,a(N, θ, µ) then

X̃(v) =
∑

m,n,σ,σ′
|m|,|n|>θN

X̃σ,m
σ′,n(v)zσ

′

n ∂zσm

for some X̃σ,m
σ′,n satisfying (3.14). Then(
Π|π|<KX̃

)
(v) =

∑
m,n,σ,σ′
|m|,|n|>θN

Y σ,mσ′,n (v)zσ
′

n ∂zσm where Y σ,mσ′,n := Π|π+σ′n−σm|<KX̃
σ,m
σ′,n

(recall Definition 3.1). Therefore Y σ,mσ′,n satisfy (3.14) and Π|π|<KX̃ ∈ Ts,r,a(N, θ, µ). The estimates
(3.30)-(3.31) follow from (3.29) and Lemma 3.4 (in particular (3.27)). The bounds (3.32)-(3.33) follow
by (2.37), (2.38) and similar arguments.

Lemma 3.6. Assume that, ∀N ≥ N∗ ≥ N0, we have the decomposition

Y = Y ′N + Y ′′N with ‖Y ′N‖Ts,r,a,N,θ,µ ≤ K1 , N‖ΠN,θ,µY
′′
N‖s,r,a ≤ K2 . (3.34)

Then ‖Y ‖Ts,r,a,N∗,θ,µ ≤ max{‖Y ‖s,r,a,K1 +K2}.

Proof. By assumption, ∀N ≥ N∗, we have ‖Y ′N‖Ts,r,a,N,θ,µ ≤ K1. Then, ∀ε > 0, there exist
Ỹ ′N ∈ Ts,r,a(N, θ, µ) and Ŷ ′N , such that

ΠN,θ,µY
′
N = Ỹ ′N +N−1Ŷ ′N and ‖Ỹ ′N‖s,r,a, ‖Ŷ ′N‖s,r,a ≤ K1 + ε . (3.35)

Therefore, ∀N ≥ N∗,

ΠN,θ,µY = ỸN +N−1ŶN , ỸN := Ỹ ′N , ŶN := Ŷ ′N +NΠN,θ,µY
′′
N

where ỸN ∈ Ts,r,a(N, θ, µ) and

‖ỸN‖s,r,a = ‖Ỹ ′N‖s,r,a
(3.35)

≤ K1 + ε, (3.36)

‖ŶN‖s,r,a ≤ ‖Ŷ ′N‖s,r,a +N‖ΠN,θ,µY
′′
N‖s,r,a

(3.35),(3.34)

≤ K1 + ε+K2 . (3.37)

Then Y ∈ QTs,r,a(N∗, θ, µ) and

‖Y ‖Ts,r,a,N∗,θ,µ ≤ sup
N≥N∗

max
{
‖Y ‖s,r,a, ‖ỸN‖s,r,a, ‖ŶN‖s,r,a

}
(3.36),(3.37)

≤ max{‖Y ‖s,r,a,K1 +K2 + ε} .

Since ε > 0 is arbitrary the lemma follows.
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Proposition 3.1. (Lie bracket) Assume that X(1), X(2) ∈ QTs,r,a(N0, θ, µ) and N1 ≥ N0, µ1 ≤ µ,
θ1 ≥ θ, s/2 ≤ s1 < s, r/2 ≤ r1 < r, a1 < a satisfy

(κ+ 1)N b−L
1 < µ− µ1, µ1N

L−1
1 + (κ+ 1)N b−1

1 < θ1 − θ , (3.38)

2N1e
−Nb1 min{a−a1,s−s1}/2 < 1 , bmin{a− a1, s− s1}N b

1 > 2 . (3.39)

Then [X(1), X(2)] ∈ QTs1,r1,a1(N1, θ1, µ1) and

‖[X(1), X(2)]‖Ts1,r1,a1,N1,θ1,µ1
≤ C(n)δ−1‖X(1)‖Ts,r,a,N0,θ,µ‖X

(2)‖Ts,r,a,N0,θ,µ (3.40)

where C(n) ≥ 1 and
δ := min

{
1− s1

s
, 1− r1

r

}
. (3.41)

The proof is based on the following purely algebraic lemma.

Lemma 3.7. (Splitting lemma) Let X(1), X(2) ∈ Vs,r,a and (3.39) hold. Then, for all N ≥ N1,

ΠN,θ1,µ1 [X(1), X(2)] = (3.42)

ΠN,θ1,µ1

([
ΠN,θ,µX

(1),ΠN,θ,µX
(2)
]

+
[
ΠN,θ,µX

(1),ΠL
N,µX

(2)
]

+
[
ΠL
N,µX

(1),ΠN,θ,µX
(2)
]

+
[
Π|k|≥Nb or |π|≥NbX

(1), X(2)
]

+
[
Π|k|,|π|<NbX

(1),Π|k|≥Nb or |π|≥NbX
(2)
])
.

Proof. We have

[X(1), X(2)] = [Π|k|,|π|<NbX
(1),Π|k|,|π|<NbX

(2)] (3.43)

+ [Π|k|≥Nb or |π|≥NbX
(1), X(2)] + [Π|k|,|π|<NbX

(1),Π|k|≥Nb or |π|≥NbX
(2)] .

The last two terms correspond to the last line in (3.42). We now study the first term in the right
hand side of (3.43). It is sufficient to study the case where X(h), h = 1, 2, are monomial vector fields

mh = mk(h),i(h),α(h),β(h);v(h) (see (2.17)) with |k(h)|, |π(mh)| < N b , h = 1, 2 , (3.44)

and analyze under which conditions the projection ΠN,θ1,µ1 [m1,m2] is not zero.
By the formula of the commutator (2.22) and the definition of the projection ΠN,θ1,µ1 (see Defini-

tion 3.2, in particular (3.10)) we have to compute (Dvm
v′

1 )[mv
2] only for v′ = zσm with |m| > θ1N and

v ∈ V, see (2.5).

•) case 1: v = xi or v = yi. By (3.10), in order to have a non trivial projection ΠN,θ1,µ1(Dvm
zσm
1 )[mv

2]
it must be

α(1) + β(1) + α(2) + β(2) = en + γ , |n| > θ1N ,
∑
l∈Z\I

|l|γl < µ1N
L . (3.45)

We claim that

α(1) + β(1) = en + γ(1) , α(2) + β(2) = γ(2) ,
∑
l∈Z\I

|l|γ(h)
l < µ1N

L , h = 1, 2 , (3.46)

which implies that m1 is (N, θ1, µ1)–linear (see (3.10)), hence (N, θ, µ)–linear, and m2 is (N,µ1)–low
(see (3.9)), hence (N,µ)–low. Thus ΠN,θ,µm1 = m1 and ΠL

N,µm2 = m2 and we obtain the second (and
third by commuting indices) term in the right hand side of (3.42). By (3.45), the other possibility
instead of (3.46) is

α(1) + β(1) = γ̃(1) , α(2) + β(2) = en + γ̃(2) ,
∑
l∈Z\I

|l|γ̃(h)
l < µ1N

L , h = 1, 2 . (3.47)
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In such a case, since |π(m2)| < N b we get (recall m2 = mv
2 with v = x, y),

N b > |π(k(2), α(2), β(2))|
(2.24),(3.47)

≥ |n| −
∑
l∈Z\I

|l|γ̃(2)
l − κ|k

(2)|
(3.45),(3.47),(3.44)

≥ θ1N − µ1N
L − κN b

which contradicts (3.1).
•) case 2: v = zσ1

j , j ∈ Z\I. Only for this case we use (3.39). In order to have a non trivial projection

ΠN,θ1,µ1(Dvm
zσm
1 )[mv

2] it must be

α(1) + β(1) + α(2) + β(2) − ej = en + γ , |n| > θ1N ,
∑
l∈Z\I

|l|γl < µ1N
L . (3.48)

We have the two following possible cases:

α(1) + β(1) = ej + en + γ(1) , α(2) + β(2) = γ(2) ,
∑
l∈Z\I

|l|γ(h)
l < µ1N

L , h = 1, 2 (3.49)

α(1) + β(1) = ej + γ̃(1) , α(2) + β(2) = en + γ̃(2) ,
∑
l∈Z\I

|l|γ̃(h)
l < µ1N

L , h = 1, 2 (3.50)

where γ(1) + γ(2) = γ̃(1) + γ̃(2) = γ. Note that, since we differentiate m1 with respect to v = zσ1
j the

monomial m1 must depend on zσ1
j and so the following case does not arise:

α(1) + β(1) = γ̃(1) , α(2) + β(2) = ej + en + γ̃(2) ,
∑
l∈Z\I

|l|γ̃(h)
l < µ1N

L , h = 1, 2 .

In the case (3.49), the monomial m2 is (N,µ)–low and we claim that m1 is (N, θ, µ)–linear. Indeed,
since

|π(m2)| (2.24)
= |π(k(2), α(2), β(2))− σ1j| < N b (3.51)

we get |j| ≤ |π(k(2), α(2), β(2))|+N b. Hence

|j|+
∑
l

γ
(1)
l |l| ≤ |π(k(2), α(2), β(2))|+N b +

∑
l

γ
(1)
l |l| ≤ κ|k

(2)|+
∑
l

γl|l|+N b

(3.44),(3.48)

≤ (κ+ 1)N b + µ1N
L

(3.39)

≤ µNL

namely m1 is (N, θ, µ)–linear (see (3.10) with γ = ej +γ(1)). Hence ΠN,θ,µm1 = m1 and ΠL
N,µm2 = m2

and we obtain the second term (and third by commuting indices) in the right hand side of (3.42).
In the case (3.50) we claim that both m1,m2 are (N, θ, µ)–linear so we obtain the first term in the

right hand side of (3.42). Since, by (3.48), |n| > θ1N > θN we already know that m2 is (N, θ, µ)–linear.
Finally, m1 is (N, θ, µ)–linear because

|j|
(3.51)
> |π(k(2), α(2), β(2))| −N b

(2.24),(3.50)

≥ |n| −
∑
l∈Z\I

|l|γ̃(2)
l − κ|k

(2)| −N b

(3.48),(3.50),(3.44)
> θ1N − µ1N

L − (κ+ 1)N b
(3.39)
> θN

concluding the proof.

Proof of Proposition 3.1. Since X(h) ∈ QTs,r,a(N0, θ, µ), h = 1, 2, for all N ≥ N1 ≥ N0 there exist
X̃(h) ∈ Ts,r,a(N, θ, µ) and X̂(h) such that

ΠN,θ,µX
(h) = X̃(h) +N−1X̂(h) , h = 1, 2 , (3.52)
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and
‖X(h)‖s,r,a, ‖X̃(h)‖s,r,a, ‖X̂(h)‖s,r,a < 2‖X(h)‖Ts,r,a,N0,θ,µ . (3.53)

In order to show that [X(1), X(2)] ∈ QTs1,r1,a1(N1, θ1, µ1) and prove (3.40) we have to provide a de-
composition

ΠN,θ1,µ1 [X(1), X(2)] = X̃(1,2) +N−1X̂(1,2) , ∀N ≥ N1 ,

with X̃(1,2) ∈ Ts1,r1,a1(N, θ1, µ1) and

‖[X(1), X(2)]‖s1,r1,a1 , ‖X̃(1,2)‖s1,r1,a1 , ‖X̂(1,2)‖s1,r1,a1 < C(n)δ−1‖X(1)‖Ts,r,a,N0,θ,µ‖X
(2)‖Ts,r,a,N0,θ,µ

(3.54)
with δ defined in (3.41). The bound (3.54) for the first term follows by (2.41) (as a1 ≤ a)

‖[X(1), X(2)]‖s1,r1,a1 ≤ 22n+3δ−1‖X(1)‖s,r,a‖X(2)‖s,r,a .

Considering (3.52) and the splitting (3.42), we define the candidate Töplitz approximation

X̃(1,2) := ΠN,θ1,µ1

([
X̃(1), X̃(2)

]
+
[
X̃(1),ΠL

N,µX
(2)
]

+
[
ΠL
N,µX

(1), X̃(2)
])

(3.55)

and the Töplitz-defect
X̂(1,2) := N

(
ΠN,θ1,µ1 [X(1), X(2)]− X̃(1,2)

)
. (3.56)

Lemma 3.3 and (3.38) imply that X̃(1,2) ∈ Ts1,r1,a(N, θ1, µ1) ⊂ Ts1,r1,a1(N, θ1, µ1). The estimate (3.54)
for X̃(1,2) follows by (3.55), Lemma 2.4, (2.41), (3.53) and (3.24). Next by (3.42), (3.52), (3.55) the
Töplitz defect (3.56) is

X̂(1,2) = ΠN,θ1,µ1

([
X̃(1), X̂(2)

]
+
[
X̂(1), X̃(2)

]
+N−1

[
X̂(1), X̂(2)

]
+
[
X̂(1),ΠL

N,µX
(2)
]

+
[
ΠL
N,µX

(1), X̂(2)
]

+N
[
Π|k|≥Nb or |π|>NbX

(1), X(2)
]

+N
[
Π|k|,|π|<NbX

(1),Π|k|≥Nb or |π|>NbX
(2)
])

and the bound (3.54) follows again by Lemma 2.4, (2.41), (3.24), (3.53), and, for the last two terms,
also by (2.37) (2.38) and (3.39). Indeed, let us give the detailed estimate for the term

G := N
[
Π|k|≥Nb or|π|≥NbX

(1), X(2)
]
.

We use Proposition 2.1 with r′  r1, r  r, a  a1, s
′  s1 and s  s1 + σ/2, where σ := s − s1.

Since (recall (2.40)) (
1− s1

s1 + σ/2

)−1

< 2
(

1− s1

s

)−1

≤ 2δ−1

with the δ in (3.41), we get, using Lemma 2.5 with λ = 0,

‖G‖s1,r1,a1
(2.41)

≤ C(n)δ−1N‖Π|k|≥Nb or |π|≥NbX
(1)‖s1+σ/2,r,a1‖X

(2)‖s,r,a1
(2.37),(2.38)

≤ C(n)δ−1N
s

s1
e−N

b min{a−a1,s−s1}/2‖X(1)‖s,r,a‖X(2)‖s,r,a

(3.39)

≤ C(n)δ−1‖X(1)‖s,r,a‖X(2)‖s,r,a , ∀N ≥ N1 ,

having used that the function Ne−N
b min{a−a1,s−s1}/2 is decreasing for N ≥ N1 by the second assump-

tion in (3.39). The proof of (3.54) -and so of Proposition 3.1- is complete.
The quasi-Töplitz character of a vector field is preserved under the flow generated by a quasi-

Töplitz vector field. The proof is based on an iteration of Proposition 3.1.
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Proposition 3.2. (Lie transform) Let X,Y ∈ QTs,r,a(N0, θ, µ) and let s/2 ≤ s′ < s, r/2 ≤ r′ < r,
a′ < a. There is c(n) > 0 such that, if

‖X‖Ts,r,a,N0,θ,µ ≤ c(n) δ , (3.57)

with δ defined in (2.40), then the flow of X at time t = 1 maps D(s′, r′)→ D(s, r) and, for

N ′0 ≥ max{N0, N̄} , N̄ := exp
(

max
{2
b
,

1
L− b

,
1

1− L
, 8
})

, (3.58)

µ′ < µ, θ′ > θ, satisfying

(κ+ 1)(N ′0)b−L lnN ′0 ≤ µ− µ′ , (7 + κ)(N ′0)L−1 lnN ′0 ≤ θ′ − θ , (3.59)

2(N ′0)−b ln2N ′0 ≤ bmin{s− s′, a− a′} , (3.60)

we have eadXY ∈ QTs′,r′,a′(N ′0, θ′, µ′) with

‖eadXY ‖Ts′,r′,a′,N ′0,θ′,µ′ ≤ 2‖Y ‖Ts,r,a,N0,θ,µ . (3.61)

Moreover, for h = 0, 1, 2, and coefficients 0 ≤ bj ≤ 1/j!, j ∈ N,∥∥∥∑
j≥h

bj adjX(Y )
∥∥∥T
s′,r′,a′,N ′0,θ

′,µ′
≤ 2
(
C(n)δ−1‖X‖Ts,r,a,N0,θ,µ

)h‖Y ‖Ts,r,a,N0,θ,µ . (3.62)

Note that (3.61) is (3.62) with h = 0, bj := 1/j!
Proof. Let us prove (3.62). We define

Y (0) := Y , Y (j) := adjX(Y ) := adX(Y (j−1)) = [Y (j−1), X] , j ≥ 1 ,

and we split, for h = 0, 1, 2,

Y ≥h :=
∑
j≥h

bjY
(j) =

J−1∑
j=h

bjY
(j) +

∑
j≥J

bjY
(j) =: Y ≥h<J + Y≥J . (3.63)

By Proposition 2.1 (iterated j times) we get

‖Y (j)‖s′,r′,a′ ≤ ‖Y (j)‖s′,r′,a ≤ (22n+3jδ−1)j‖X‖js,r,a‖Y ‖s,r,a , ∀j ≥ 0 , (3.64)

where δ is defined in (2.40). Indeed for j ≥ 0 and 0 ≤ i ≤ j set

ri := r − i r − r
′

j
, si := s− i s− s

′

j
(3.65)

(note that s0 = s, sj = s′, r0 = r, rj = r′) and we inductively have

‖Y (i+1)‖si+1,ri+1,a

(2.41)

≤ 22n+3δ−1
i ‖X‖si,ri,a‖Y

(i)‖si,ri,a (3.66)

where

δi := min
{

1− si+1

si
, 1− ri+1

ri

}
≥ δ

j
(3.67)

and δ is defined in (2.40). Let

η :=
(
e3c(n)δ

)−1‖X‖T
(3.57)

≤ 1/e3 (3.68)
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where, for brevity, ‖ · ‖T := ‖ · ‖Ts,r,a,N0,θ,µ. We have

‖Y≥J‖s′,r′,a′
(3.64),(3.24)

≤
∑
j≥J

bj(22n+3jδ−1‖X‖Ts,r,a)j‖Y ‖s,r,a ≤
∑
j≥J

ηj‖Y ‖s,r,a (3.69)

for jjbj ≤ jj/j! < ej and e422n+3c(n) ≤ 1. By (3.69) and η < 1/2 (see (3.68)) we deduce

‖Y≥J‖s′,r′,a′ ≤ 2ηJ‖Y ‖s,r,a . (3.70)

In particular, for J = h = 0, 1, 2 (see (3.63)), we get

‖Y ≥h‖s′,r′,a′ ≤ 2ηh‖Y ‖s,r,a . (3.71)

For any N ≥ N ′0 we choose

J := J(N) := lnN =⇒ NηJ−2
(3.68)

≤ e6/N2 (3.72)

and we rename Y ≥h in (3.63) as

Y ≥h = Y ′N + Y ′′N , Y ′N := Y ≥h<J , Y ′′N := Y≥J .

Then (3.62) follows by Lemma 3.6 (with N∗  N ′0, s s′, a a′, r  r′, θ  θ′, µ µ′, Y  Y ≥h)
and (3.71) (recall also (3.68)), once we show that

‖Y ′N‖Ts′,r′,a′,N,θ′,µ′ ≤
3
2
ηh‖Y ‖T , N‖Y ′′N‖s′,r′,a′ ≤

1
2
ηh‖Y ‖T , h = 0, 1, 2 . (3.73)

The second inequality in (3.73) follows by

N‖Y≥J‖s′,r′,a′
(3.70)

≤ N2ηJ‖Y ‖s,r,a
(3.24)

≤ ηh(N2ηJ−h)‖Y ‖T
(3.72)

≤ ηh

2
‖Y ‖T (3.74)

for all N ≥ N ′0 ≥ e8 (recall (3.58)). Let us prove the first inequality in (3.73).
Claim: ∀j = 0, . . . , J − 1, we have Y (j) ∈ QTs′,r′,a′(N, θ′, µ′) and

‖Y (j)‖Ts′,r′,a′,N,θ′,µ′ ≤
(
C(n)jδ−1‖X‖T

)j‖Y ‖T . (3.75)

Then the first inequality in (3.73) follows by

∥∥∥ J−1∑
j=h

bj Y
(j)
∥∥∥T
s′,r′,a′,N,θ′,µ′

(3.75)

≤
J−1∑
j=h

bj
(
C(n)jδ−1‖X‖T

)j‖Y ‖T (3.68)

≤
+∞∑
j=h

ηj‖Y ‖T ≤ 3
2
ηh‖Y ‖T

for jjbj < jj/j! < ej and the constant c(n) in (3.57) small enough.
Let us prove the claim. Fix 0 ≤ j ≤ J − 1. We define, ∀i = 0, . . . , j,

ai := a− i a− a′

j
, θi := θ + i

θ′ − θ
j

, µi := µ− i µ− µ
′

j
(3.76)

(note that a0 = a, aj = a′, θ0 = θ, θj = θ′ and µ0 = µ, µj = µ′) and we prove inductively

‖Y (i)‖Tsi,ri,ai,N,θi,µi ≤
(
C(n)jδ−1‖X‖T

)i‖Y ‖T , ∀i = 0, . . . , j . (3.77)

Then (3.77) with i = j gives (3.75) (recall also (3.65)).
Let us prove (3.77). For i = 0, formula (3.77) follows because Y ∈ QTs,r,a(N0, θ, µ) and (3.25). Now
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we assume that (3.77) holds for i < j and we prove it for i+ 1. We want to apply Proposition 3.1 to
the functions f and with X(1)  X, X(2)  Y (i), N1  N , s si, s1  si+1, θ  θi, θ1  θi+1, etc.
We have to verify conditions (3.38)-(3.39) that read

(κ+ 1)N b−L < µi − µi+1 , µi+1N
L−1 + (κ+ 1)N b−1 < θi+1 − θi ,

2Ne−N
b min{si−si+1,ai−ai+1}/2 < 1 , bmin{si − si+1, ai − ai+1}N b > 2 . (3.78)

Since, by (3.65) and (3.76),

µi − µi+1 =
µ− µ′

j
, θi+1 − θi =

θ − θ′

j
, si − si+1 =

s− s′

j
, ai − ai+1 =

a− a′

j

and j < J = lnN (see (3.72)), 0 < b < L < 1 (recall (3.2)), µ′ < µ ≤ 6 (recall (3.1)), the conditions
(3.78) are implied by

(κ+ 1)N b−L lnN < µ− µ′ , (7 + κ)NL−1 lnN < θ′ − θ ,

2Ne−N
b min{s−s′,a−a′}/(2 lnN) < 1 , bmin{s− s′, a− a′}N b > 2 lnN . (3.79)

The last two conditions in (3.79) are implied by bmin{s−s′, a−a′}N b > 2 ln2N and since N ≥ N ′0 ≥
e1/1−b (recall (3.58)). Recollecting we have to verify, for all N ≥ N ′0,

(κ+ 1)N b−L lnN ≤ µ−µ′ , (7 + κ)NL−1 lnN ≤ θ′− θ , 2N−b ln2N ≤ bmin{s− s′, a− a′} . (3.80)

Since the function N 7→ N−γ lnN is decreasing for N ≥ N ′0 ≥ e1/γ , we have that (3.80) follows by
(3.58)-(3.59). Therefore Proposition 3.1 implies that Y (i+1) ∈ QTsi+1,ri+1,ai+1

(N, θi+1, µi+1) and

‖Y (i+1)‖Tsi+1,ri+1,ai+1,N,θi+1,µi+1

(3.40)

≤ C(n)δ−1
i ‖X‖

T ‖Y (i+1)‖Tsi,ri,,ai,N,θi,µi
(3.67)

≤ C(n)jδ−1‖X‖T ‖Y (i)‖Tsi,ri,ai,N,θi,µi
(3.77)

≤ (C(n)jδ−1‖X‖T )i+1‖Y ‖T

proving (3.77) by induction.
For a vector field X ∈ Vs,r,a depending on parameters ξ ∈ O, see (2.32), we define the norm

‖X‖T~p := max
{

sup
ξ∈O
‖X(·; ξ)‖Ts,r,a,N0,θ,µ , ‖X‖

λ
s,r,a,O

}
(3.81)

where, for brevity,
~p := (s, r, a, N0, θ, µ, λ,O) . (3.82)

We define

QT~p :=
{
X ∈ Vλs,r,a,O : X(·; ξ) ∈ QTs,r,a(N0, θ, µ) , ∀ ξ ∈ O and ‖X‖T~p <∞

}
. (3.83)

Lemma 3.5 holds true also for the norm ‖ · ‖T~p . Moreover we have

Corollary 3.1. (Lie bracket) Assume that X(1), X(2) ∈ QT~p (see (3.82) and (3.83)) and assume
that ~p1 := (s1, r1, a1, N1, θ1, µ1, λ,O) satisfies the hypotheses of Proposition 3.1 (namely (3.38) and
(3.39)). Then [X(1), X(2)] ∈ QT~p1 and

‖[X(1), X(2)]‖T~p1 ≤ C(n)δ−1‖X(1)‖T~p ‖X(2)‖T~p (3.84)

where C(n) ≥ 1 and δ is defined in (3.41) .
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Corollary 3.2. (Lie transform) Let X,Y ∈ QT~p (see (3.82) and (3.83)) with

‖X‖T~p ≤ c(n) δ , (3.85)

with δ defined in (2.40) and c(n) in (3.57). Assume that ~p ′ := (s′, r′, a′, N ′0, θ
′, µ′, λ,O) satisfies the

hypotheses of Proposition 3.2 (in particular (3.58), (3.59) and (3.60)). Then eadXY ∈ QT~p ′ and

‖eadXY ‖T~p ′ ≤ 2‖Y ‖T~p . (3.86)

Moreover, for h = 0, 1, 2, and coefficients 0 ≤ bj ≤ 1/j!, j ∈ N,∥∥∥∑
j≥h

bj adjX(Y )
∥∥∥T
~p ′
≤ 2(Cδ−1‖X‖T~p )h‖Y ‖T~p . (3.87)

4 An abstract KAM theorem

We consider a family of linear integrable vector fields with constant coefficients

N (ξ) := ω(ξ)∂x + iΩ(ξ)z∂z − iΩ(ξ)z̄∂z̄ (4.1)

defined on the phase space Tns ×Cn× `a,pI × `
a,p
I , where the tangential sites I ⊂ Z are symmetric as in

(1.32), the space `a,pI is defined in (2.1), the tangential frequencies ω ∈ Rn and the normal frequencies
Ω ∈ RZ\I depend on real parameters

ξ ∈ O ⊂ Rn/2 ,

(where n/2 = cardinality of I+, see (1.32)), and satisfy

ωj(ξ) = ω−j(ξ) , ∀j ∈ I , Ωj(ξ) = Ω−j(ξ) , ∀j ∈ Z \ I . (4.2)

For each ξ there is an invariant n-torus T0 = Tn × {0} × {0} × {0} with frequency ω(ξ). In its
normal space, the origin (z, z̄) = 0 is an elliptic fixed point with proper frequencies Ω(ξ). The aim is
to prove the persistence of a large portion of this family of linearly stable tori under small analytic
perturbations

P(x, y, z, z̄; ξ) = P(x)∂x + P(y)∂y + P(z)∂z + P(z̄)∂z̄ . (4.3)

(A1) Parameter dependence. The map ω : O → Rn, ξ 7→ ω(ξ), is Lipschitz continuous.

With in mind the application to DNLW we assume

(A2) Frequency asymptotics.

Ωj(ξ) = |j|+ a(ξ) +
b(ξ)
|j|

+O(
1
j2

) as |j| → +∞ . (4.4)

Moreover the map (Ωj − |j|)j∈Z\I : O → `∞ is Lipschitz continuous.

By (A1) and (A2), the Lipschitz semi-norms of the frequency maps satisfy, for some 1 ≤M0 <∞,

|ω|lip + |Ω|lip∞ ≤M0 where |Ω|lip∞ := sup
ξ 6=η∈O

|Ω(ξ)− Ω(η)|∞
|η − ξ|

(4.5)

and |z|∞ := sup
j∈Z\I

|zj | < +∞. Note that by the Kirszbraun theorem (see e.g. [26]) applied componen-

twise we can extend ω, Ω on the whole Rn/2 preserving the bound (4.5).
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(A3) Regularity. The perturbation vector field P in (4.3) maps

P : D(s, r)×O → Cn × Cn × `a,pI × `
a,p
I

and, for some s, r > 0. Moreover P is

- reversible, see Definition 2.7,

- real-coefficients, see Definition 2.8,

- real-on-real, see Definition 2.9,

- Even, see Definition 2.10.

Finally, in order to obtain the asymptotic expansion for the perturbed frequencies we also assume

(A4) Quasi-Töplitz. The perturbation vector field P is quasi-Töplitz, see Definition 3.4.

Recalling (4.3) and the notations in (2.50), (2.46), we define

Py(x)∂y := Π(−1)P(y)∂y , P∗ := P − Py(x)∂y (4.6)

and we denote P(−1)
∗ ,P(0)

∗ are the terms of degree −1 and 0 respectively of P∗, see (2.46). Let

~ω(ξ) := (ωj(ξ))j∈I+ ∈ Rn/2 , then ω = (~ω, ~ω) by (4.2) .

Theorem 4.1. (KAM theorem) Fix s, r, a > 0, 1 < θ, µ < 6, N0 ≥ N̄ (defined in (3.58)).
Let γ ∈ (0, γ∗), where γ∗ = γ∗(n, s, a) < 1 is a (small) constant. Let λ := γ/M0 (see (4.5)) and
~p := (s, r, a, N0, θ, µ, λ,O). Suppose that the vector field X = N + P satisfies (A1)-(A4). If

γ−1‖P∗‖T~p ≤ 1 and ε := max
{
γ−2/3‖Py(x)∂y‖λs,r,a,O, γ−1‖P(−1)

∗ ‖T~p , γ−1‖P(0)
∗ ‖T~p

}
(4.7)

is small enough, then
• (Frequencies) There exist Lipschitz functions ω∞ : Rn/2 → Rn, Ω∞ : Rn/2 → `∞, a∞ : Rn/2 → R
such that

|ω∞ − ω|+ λ|ω∞ − ω|lip , |Ω∞ − Ω|∞ + λ|Ω∞ − Ω|lip∞ ≤ Cγε , |a∞| ≤ Cγε , (4.8)

ω∞j (ξ) = ω∞−j(ξ) , ∀j ∈ I , Ω∞j (ξ) = Ω∞−j(ξ) , ∀j ∈ Z \ I , (4.9)

hence ω∞ = (~ω∞, ~ω∞), ~ω∞ := (ω∞j )j∈I+ ∈ Rn/2, and

sup
ξ∈Rn/2

|Ω∞j (ξ)− Ωj(ξ)− a∞(ξ)| ≤ γ2/3ε
C

|j|
, ∀|j| ≥ C?γ−1/3 . (4.10)

• (KAM normal form) for every ξ belonging to

O∞ :=
{
ξ ∈ O : ∀h ∈ Zn/2, i, j ∈ Z \ I, p ∈ Z ,

|~ω∞(ξ) · h+ Ω∞j | ≥ 2γ〈h〉−τ , |~ω∞(ξ) · h+ Ω∞i (ξ) + Ω∞j (ξ)| ≥ 2γ〈h〉−τ ,
|~ω∞(ξ) · h− Ω∞i (ξ) + Ω∞j (ξ)| ≥ 2γ〈h〉−τ if h 6= 0 or i 6= ±j ,

|~ω∞(ξ) · h+ p| ≥ 2γ2/3〈h〉−τ , if (h, p) 6= (0, 0)

|~ω(ξ) · h| ≥ 2γ2/3〈h〉−n/2 , ∀ 0 < |h| < γ−1/(7n)
}

(4.11)

there exists an even, analytic, close to the identity diffeomorphism

Φ(·; ξ) : D(s/4, r/4) 3 (x∞, y∞, z∞, z̄∞) 7→ (x, y, z, z̄) ∈ D(s, r) , (4.12)
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(Lipschitz in ξ) such that the transformed vector field

X∞ = N∞ + P∞ := Φ?(·; ξ)X = (DΦ( ; ξ))−1X ◦ Φ( ; ξ) has
(
P≤0
∞
)
|E = 0 , (4.13)

see (2.47), (1.36). Moreover N∞ is a constant coefficients linear normal form vector field as (4.1)
with frequencies ω∞(ξ), Ω∞(ξ), and P∞ is reversible, real-coefficients, real-on-real, even. Finally
(X∞)|E = (SX∞)|E.

For all the parameters ξ ∈ O∞, we deduce by (4.13) (and (4.9)) that the torus

{x∞ ∈ Tn , y∞ = 0 , z∞ = z̄∞ = 0} ∩ E (4.14)

is an n/2-dimensional invariant torus of X∞ : E → E which supports the quasi-periodic solutions
t 7→ (ω∞(ξ)t+ x∗, 0, 0, 0) with frequency ω∞(ξ) =

(
~ω∞(ξ), ~ω∞(ξ)

)
and initial datum (x∗, 0, 0, 0) ∈ E,

namely x∗ = (~x∗, ~x∗), ~x∗ ∈ Tn/2. Then, by (4.12), we have that

Corollary 4.1. For all ξ ∈ O∞, the map Tn/2 3 ~x∞ 7→ Φ
(
(~x∞, ~x∞), 0, 0, 0; ξ

)
∈ E defines an n/2-

dimensional analytic invariant torus of the vector field X = N + P. Such torus is linearly stable on
E and, in particular, it has zero Lyapunov exponents on E.

Proof. It remains to prove the stability conclusion. Linearizing the system v̇ = (X∞)|E(v), v ∈ E,
at the solution t 7→ (ω∞(ξ)t, 0, 0, 0) ∈ E we get, since (X∞)|E = (SX∞)|E ,

ẋ = SPxy∞ (ω∞(ξ)t)y + SPxz∞ (ω∞(ξ)t)z + SPxz̄∞ (ω∞(ξ)t)z̄
ẏ = 0
ż = iΩ∞(ξ)z
˙̄z = −iΩ∞(ξ)z̄ .

(4.15)

System (4.15) is conjugated to the constant coefficient system
ẋ = 〈SPxy∞ 〉y
ẏ = 0
ż = iΩ∞(ξ)z
˙̄z = −iΩ∞(ξ)z̄

(4.16)

via a change of variables close to the identity of the form

I + Ψ with Ψ =


0 Ψ1(ω∞(ξ)t) Ψ2(ω∞(ξ)t) Ψ3(ω∞(ξ)t)
0 0 0 0
0 0 0 0
0 0 0 0


where the terms of Ψ satisfy the homological equations ω∞(ξ) · ∂xΨ1(x) = SPxy∞ (x)− 〈SPxy∞ 〉

ω∞(ξ) · ∂xΨ2(x)− iΩ∞(ξ)Ψ2(x) = SPxz∞ (x)
ω∞(ξ) · ∂xΨ3(x) + iΩ∞(ξ)Ψ3(x) = SPxz̄∞ (x) .

The last equations admit solutions (arguing as in the proof of Lemma 5.1) for all ξ ∈ O∞ since we are
considering a symmetric, reversible, real-coefficients, real-on-real, even vector field (recall hypothesis
(5.27)). As a consequence of (4.16) the torus (4.14) is linearly stable on E and, in particular, it has
zero Lyapunov exponents on E.

In the next Theorem 4.2 we verify the Melnikov non-resonance conditions thanks to the asymptotic
decay (4.10) of the perturbed frequencies. As in [3]-[4], the Cantor set of “good” parameters O∞ in
(4.11) are expressed in terms of the final frequencies ω∞, Ω∞ (and of the initial tangential frequencies
ω), and not inductively. This simplifies the measure estimates.
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Theorem 4.2. (Measure estimate) Let

O := Oρ :=
{
ξ := (ξj)j∈I+ ∈ Rn/2 : 0 <

ρ

2
≤ |ξj | ≤ ρ

}
(4.17)

and assume that

~ω(ξ) = ω̄ +Aξ , ω̄ = (λj)j∈I+ ∈ Rn/2 , Ωj(ξ) = λj + λ−1
j ~a · ξ ,∀j /∈ I , (4.18)

for some A ∈ Mat(n/2× n/2) and ~a ∈ Rn/2. Assume also that

A is invertible, and (λ−1
i ± λ

−1
j )(AT )−1~a , λ−1

j (AT )−1~a /∈ Zn/2 \ {0} , ∀i, j ∈ Z \ I . (4.19)

Then the Cantor like set O∞ defined in (4.11), with exponent

τ > max{n+ 3, 1/b} (4.20)

(b is fixed in (3.2)), satisfies, for ρ ∈ (0, ρ0(m)) small,

|O \ O∞| ≤ C(τ)ρ
n
2−1γ2/3 . (4.21)

We assume that Ωj(ξ) have the particular structure in (4.18) in view of the application to the
DNLW; this implies the more general form (4.4). Moreover, since

|(AT )−1~a(λ−1
i ± λ

−1
j )|, |(AT )−1~aλ−1

j | ≤ C
( 1
|i|

+
1
|j|

)
→ 0 for |i|, |j| → +∞ , (4.22)

the hypothesis (4.19) amounts to finitely many conditions only. Theorem 4.2 is proved in section 6.4.

5 Homological equations

The integers k ∈ Zn have indexes in I (see (1.32)), namely k = (kh)h∈I .

Definition 5.1. (Normal form vector fields) The normal form vector fields are

N := ∂ω + Nu∂u = ∂ω + iΩz∂z − iΩz̄∂z̄ = ω(ξ) · ∂x + i
∑
j∈Z\I

Ωj(ξ)zj∂zj − i
∑
j∈Z\I

Ωj(ξ)z̄j∂z̄j (5.1)

where the frequencies ωj(ξ),Ωj(ξ) ∈ R, ∀ ξ ∈ O ⊆ Rn/2, are real and symmetric Lipschitz functions

ω−j = ωj , ∀j ∈ I , Ω−j = Ωj , ∀j ∈ Z \ I , (5.2)

the matrix N is diagonal

N =

 0n 0 0
0 iΩ 0
0 0 −iΩ

 , Ω := diagj∈Z\I(Ωj) , (5.3)

and there exists j∗ > 0 such that (recall (4.4))

sup
ξ∈O

∣∣∣Ωj(ξ)− Ωj(ξ)− a(ξ)
∣∣∣l γ

|j|
, ∀ |j| ≥ j∗ , (5.4)

(see (4.4)) for some Lipschitz function a : O → R, independent of j.

Note that N ∈ R≤0
rev, see Definition 2.11.

The symmetry condition (5.2) implies the resonance relations Ω−j − Ωj = 0 and ω · k = 0 for all

k ∈ Znodd :=
{
k ∈ Zn : k−j = −kj , ∀j ∈ I

}
. (5.5)

As a consequence, along the KAM iteration there are “resonant” monomial vector fields of the pertur-
bation which can not be averaged out and which are not in the new normal form vector field. However
these further resonant monomials are naturally identified with monomials of the normal form, on the
symmetric subspace E defined in (1.36), by identifying x−j = xj , z−j = zj , z̄−j = z̄j . The next
section makes rigorous this procedure, by defining the “symmetrized” vector field S(X).
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5.1 Symmetrization

For a vector field X, we define its “symmetrized” S(X) := SX by linearity on the monomial vector
fields:

Definition 5.2. The symmetrized monomial vector fields are defined by

S(eik·x∂xj ) := ∂xj , S(eik·xyi∂yj ) := yi∂yj , ∀k ∈ Znodd , |i| = 0, 1, j ∈ I , (5.6)

S(eik·xz±j∂zj ) := zj∂zj , S(eik·xz̄±j∂z̄j ) := z̄j∂z̄j , ∀k ∈ Znodd , j ∈ Z \ I , (5.7)

and S is the identity on the other monomial vector fields.

By (5.6)-(5.7) we write
SX = X +X ′ +X ′′ (5.8)

where

X ′ :=
∑

k∈Znodd,j∈Z\I

X
(zj)
k,0,ej ,0

(1− eik·x)zj∂zj +X
(z̄j)
k,0,0,ej

(1− eik·x)z̄j∂z̄j (5.9)

and

X ′′ :=
∑

k∈Znodd,k 6=0,j∈I

X
(xj)
k,0,0,0(1− eik·x)∂xj +

∑
k∈Znodd,k 6=0,j∈I,|i|=0,1

X
(yj)
k,i,0,0(1− eik·x)yi∂yj

+
∑

k∈Znodd,j∈Z\I

X
(zj)
k,0,e−j ,0

(zj − eik·xz−j)∂zj +X
(z̄j)
k,0,0,e−j

(z̄j − eik·xz̄−j)∂z̄j . (5.10)

The “symmetric” subspace E defined in (1.36) is invariant under the flow evolution generated by the
vector field X, because X : E → E. Moreover the vector fields X and S(X) coincide on E:

Proposition 5.1. X|E = (SX)|E.

Proof. By (5.9) and (5.10) since, if (x, y, z, z̄) ∈ E and k ∈ Znodd (see (5.5)), then k · x = 0 and
z−j = zj , z̄−j = z̄j .

Corollary 5.1. v(t) ∈ E is a solution of v̇ = X(v) if and only if it is a solution of v̇ = (SX)(v).

Hence, we may replace the vector field X with its symmetrized S(X) without changing the dynam-
ics on the invariant subspace E. The following lemma shows that both the a-weighted and Töplitz
norms of the symmetrized vector field S(X) are controlled by those of X.

Proposition 5.2. The norms

‖SX‖s,r,a ≤ ‖X‖s,r,a (5.11)
‖SX‖lips,r,a ≤ ‖X‖lips,r,a (5.12)

‖SX‖Ts,r,a,N1,θ,µ ≤ 9‖X‖Ts,r,a,N1,θ,µ (5.13)

for N1 ≥ N0 (defined in (3.1)) satisfying

N1e
−Nb1 min{s,a} ≤ 1 , bN b

1 min{s, a} ≥ 1 . (5.14)

Moreover, if X is reversible, or real-coefficients, or real-on-real, or even, the same holds for SX.
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Proof. In order to prove (5.11) we first note that the symmetrized monomial vector fields ∂xh , yi∂xh ,
zj∂zj , z̄j∂z̄j in (5.6)-(5.7) have zero momentum and are independent of x. Hence their contribution
to the weighted norm (2.27) is smaller or equal than the contribution of the (not yet symmetrized)
monomials eik·x∂xj , e

ik·xyi∂xj , e
ik·xz±j∂zj , e

ik·xz̄±j∂z̄j of X. This proves (5.11).
Proof of (5.13). The estimate (5.13) follows by (5.8) and

‖X ′‖Ts,r,a ≤ 6‖X‖Ts,r,a (5.15)

‖X ′′‖Ts,r,a ≤ 2‖X‖Ts,r,a . (5.16)

Proof of (5.15). We claim that, for N ≥ N1, the projection ΠN,θ,µX
′ = X̃ ′ +N−1X̂ ′ with

X̃ ′ ∈ Ts,r,a , ‖X̃ ′‖s,r,a ≤ 6‖X‖Ts,r,a , ‖X̂ ′‖s,r,a ≤ 5‖X‖Ts,r,a , (5.17)

implying (5.15) (also because ‖X ′‖s,r,a ≤ 2‖X‖s,r,a). In order to prove (5.17) we write the (N, θ, µ)-
projection as

ΠN,θ,µX
′ = U + U− + U⊥ + U−⊥ (5.18)

where

U :=
∑
k∈KN,
|j|>θN

X
(zj)
k,0,ej ,0

(1− eik·x)zj∂zj , U− :=
∑
k∈KN,
|j|>θN

X
(z̄j)
k,0,0,ej

(1− eik·x)z̄j∂z̄j ,

U⊥ :=
∑
|j|>θN

( ∑
k∈Znodd\KN

X
(zj)
k,0,ej ,0

)
zj∂zj , U−⊥ :=

∑
|j|>θN

( ∑
k∈Znodd\KN

X
(z̄j)
k,0,0,ej

)
z̄j∂z̄j ,

and
KN :=

{
k ∈ Znodd , |π(k)|, |k| < N b

}
, π(k) :=

∑
j∈I

jkj .

Then (5.15) follows by Step 1) and 2) below.
Step 1) The projection ΠN,θ,µ(U + U−) = (Ũ + Ũ−) +N−1(Û + Û−) with

Ũ , Ũ− ∈ Ts,r,a , ‖Ũ‖s,r,a, ‖Ũ−‖s,r,a ≤ 6‖X‖Ts,r,a , ‖Û‖s,r,a, ‖Û−‖s,r,a ≤ 6‖X‖Ts,r,a . (5.19)

Since X is quasi-Töplitz, Lemma 3.5 implies that the projection

ΠdiagΠ(0)X =
∑

k∈Zn, j∈Z\I

X
(zj)
k,0,ej ,0

eik·xzj∂zj +
∑

k∈Zn, j∈Z\I

X
(z̄j)
k,0,0,ej

eik·xz̄j∂z̄j =: W +W ′ (5.20)

is quasi-Töplitz as well and (‖ · ‖Ts,r,a is short for ‖ · ‖Ts,r,a,N1,θ,µ)

‖W‖Ts,r,a, ‖W ′‖Ts,r,a ≤ ‖ΠdiagΠ(0)X‖Ts,r,a
(3.30)

≤ ‖X‖Ts,r,a .

By (3.29) we have ΠdiagΠ(0)Ts,r,a ⊂ Ts,r,a, hence Lemma 3.4 applied to W implies that for every
N ≥ N1 there exist (N -dependent)

W̃ =
∑

|π(k)|,|k|<Nb,
|j|>θN

W̃ke
ik·xzj∂zj , Ŵ =

∑
|π(k)|,|k|<Nb,
|j|>θN

Ŵk,je
ik·xzj∂zj (5.21)

(note that W̃ is (N, θ, µ)-linear and Töplitz) with

ΠN,θ,µW =
∑

|π(k)|,|k|<Nb,
|j|>θN

X
(zj)
k,0,ej ,0

eik·xzj∂zj = W̃ +N−1Ŵ (5.22)
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and
‖W̃‖s,r,a , ‖Ŵ‖s,r,a ≤

3
2
‖W‖Ts,r,a ≤

3
2
‖X‖Ts,r,a .

By (5.18),(5.20),(5.21) and (5.22) we have

U =
∑
k∈KN,
|j|>θN

W̃k(1− eik·x)zj∂zj +N−1
∑
k∈KN,
|j|>θN

Ŵk,j(1− eik·x)zj∂zj =: Ũ +N−1Û .

Note that Ũ is Töplitz. Moreover

‖Û‖s,r,a
(2.27)

≤ sup
‖z‖a,p<r

∥∥∥( ∑
k∈KN

2ea|π(k)|es|k||Ŵk,j ||zj |
)
|j|>θN

∥∥∥
s,r

(5.21)

≤ 2‖Ŵ‖s,r,a ≤ 3‖X‖Ts,r,a .

An analogous estimate holds true for Ũ . A similar decomposition holds for U− in (5.18).
Step 2) N‖U⊥‖s,r,a , N‖U−⊥ ‖s,r,a ≤ ‖X‖s,r,a .
We have

‖U⊥‖s,r,a
(2.27)

= sup
‖z‖a,p<r

∥∥∥(∣∣∣ ∑
k∈Znodd\KN

X
(zj)
k,0,ej ,0

∣∣∣|zj |)
|j|>θN

∥∥∥
s,r

≤ sup
‖z‖a,p<r

∥∥∥(e−Nb min{s,a}
∑

|π(k)| or |k|≥Nb
ea|π(k)|+s|k||X(zj)

k,0,ej ,0
||zj |

)
|j|>θN

∥∥∥
s,r

≤ e−N
b min{s,a}‖X‖s,r,a

(5.14)

≤ N−1‖X‖s,r,a

and similarly for U⊥.
Proof of (5.16). The estimate (5.16) follows by

‖ΠN,θ,µX
′′‖s,r,a ≤ 2N−1‖X‖s,r,a , ∀N ≥ N0 . (5.23)

In order to prove (5.23) we note that the momentum of eik·xz−j∂zj with |k| < N b, |j| > θN, N ≥
N1 ≥ N0, satisfies

|π(k, e−j , 0; zj)| =
∣∣∣∑
h∈I

hkh − 2j
∣∣∣ ≥ 2|j| − κ|k| ≥ 2θN − κN b

(3.1)
> N > N b (5.24)

(where κ := max
h∈I
|h|, recall (3.1)). Then by (5.10) and (3.10) the projection ΠN,θ,µX

′′ = V + V ′ with

V :=
∑
|j|>θN

( ∑
k∈KN

X
(zj)
k,0,e−j ,0

)
zj∂zj , V ′ :=

∑
|j|>θN

( ∑
k∈KN

X
(z̄j)
k,0,0,e−j

)
z̄j∂z̄j .

We have

‖V ‖s,r,a
(2.27)

= sup
‖z‖a,p<r

∥∥∥(∣∣ ∑
k∈KN

X
(zj)
k,0,e−j ,0

∣∣|zj |)
|j|>θN

∥∥∥
s,r

= sup
‖z‖a,p<r

∥∥∥(∣∣ ∑
k∈KN

X
(zj)
k,0,e−j ,0

∣∣|z−j |)
|j|>θN

∥∥∥
s,r

(5.25)

(5.24)

≤ sup
‖z‖a,p<r

∥∥∥( ∑
k∈KN

e−aNea|π(k,e−j ,0;zj)||X(zj)
k,0,e−j ,0

||z−j |
)
|j|>θN

∥∥∥
s,r

≤ e−aN‖X‖s,r,a
(5.14)

≤ N−1‖X‖s,r,a
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where in (5.25) we have used that the domain {‖z‖a,p < r} is invariant under the map zj 7→ z−j .
Since a similar estimate holds for V ′, (5.23) follows.

We finally prove the last statement of the proposition. The vector field SX is even because
SX|E = X|E (Proposition 5.1) and X is even. Since X is real-coefficients, Definition 5.2 immediately
implies that SX is real-coefficients. Finally, since X are reversible and real-on-real, (2.53) and (2.57)
enable to check that X ′, X ′′ in (5.9)-(5.10) are reversible and real-on-real, and so SX (see (5.8)).

Remark 5.1. The assumptions X ∈ Rrev, Y ∈ Ra−rev, X = SX, Y = SY are not sufficient to imply
[X,Y ] = S[X,Y ], as the example X = i(z−1∂z2 + z1∂z−2 − z̄1∂z̄−2 − z̄−1∂z̄2), Y = z2∂z1 + z−2∂z−1 +
z̄−2∂z̄−1 + z̄2∂z̄1 shows.

5.2 Homological equations and quasi-Töplitz property

We consider the homological equation

adNF = R− [R] (5.26)

where
R ∈ R≤0

rev (see Definition 2.11), R = SR (see Definition 5.2) (5.27)

and
[R] := 〈Rx〉∂x +

∑
j∈Z\I

〈Rzjzj 〉zj∂zj + 〈Rz̄j z̄j 〉z̄j∂z̄j , (5.28)

where 〈·〉 denotes the average with respect to the angles x. By Lemmata 2.8 and 2.10 and since
N ∈ R≤0

rev (see Definition 5.1), the action

adN : R≤0
a-rev → R≤0

rev .

The commutator

adNF = [F,N ] =


(
∂ωF

u − NF u
)
∂u if F = F (−1)

∂ωF
x∂x +

(
∂ωF

u,u + [F u,u, N]
)
u∂u if F = F (0)

(5.29)

(recall the notations in (2.48)-(2.50)) where [F u,u, N] = F u,uN−NF u,u is the usual commutator between
matrices (and N is defined in (5.3)). We solve (5.26) when

R = R
(h)
K := Π|k|<KΠ|π|<KR(h) , h = 0,−1 , K ∈ N (5.30)

(recall the projections (2.34), (2.35) and (2.46)).

Definition 5.3. (Melnikov conditions) Let γ > 0. We say that the frequencies ω(ξ) = (~ω(ξ), ~ω(ξ)),
~ω ∈ Rn/2, Ω(ξ) satisfy the Melnikov conditions (up to K > 0) at ξ ∈ Rn/2, if: ∀h ∈ Zn/2, |h| < K,
i, j ∈ Z \ I,

|~ω(ξ) · h| ≥ γ〈h〉−τ if h 6= 0 , (5.31)
|~ω(ξ) · h+ Ωj | ≥ γ〈h〉−τ , (5.32)

|~ω(ξ) · h+ Ωi(ξ) + Ωj(ξ)| ≥ γ〈h〉−τ , (5.33)
|~ω(ξ) · h− Ωi(ξ) + Ωj(ξ)| ≥ γ〈h〉−τ if h 6= 0 or i 6= ±j , (5.34)

where 〈h〉 := max{|h|, 1} and
τ > 1/b . (5.35)
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For k ∈ Zn we set k± := (kj)j∈I± ∈ Zn/2, namely k = (k+, k−). Then

ω · k = ~ω · h , with h := k+ + k− ∈ Zn/2 and k /∈ Znodd

(5.5)
=⇒ h 6= 0 . (5.36)

Note that |h| ≤ |k+|+ |k−| = |k|.

Lemma 5.1. (Solution of homological equations) Let s, r, a > 0, K > 0. Let O ⊂ Rn/2 and
assume that the Melnikov conditions (5.31)-(5.34) are satisfied ∀ ξ ∈ O. Then, ∀ ξ ∈ O, the homological
equation (5.26) with R = R(·; ξ) as in (5.27),(5.30) has a unique solution F = F (·; ξ)

F ∈ R≤0
a-rev , F = SF , F = Π|k|<KΠ|π|<KF

with 〈F y〉 = 0, 〈F y,y〉 = 0, 〈F z
±
i ,z
±
i 〉 = 0. It satisfies

‖F‖s,r,a,O ≤ γ−1Kτ‖R‖s,r,a,O (5.37)

‖F‖lips,r,a,O l γ−1Kτ‖R‖lips,r,a,O + γ−2K2τ+1
(
|ω|lipO + |Ω|lipO

)
‖R‖s,r,a,O . (5.38)

Proof. By (5.29) the homological equation (5.26) splits into

∂ωF
u − NF u = Ru , ∂ωF

x = Rx − 〈Rx〉 , ∂ωF
u,u + [F u,u, N] = Ru,u − [R]u,u . (5.39)

Since R = SR (recall (5.27)), by (5.6) we get

Rx(x) = 〈Rx〉+
∑

k/∈Znodd

Rxke
ik·x , similarly for Ry(x) , Ry,y(x) . (5.40)

Hence, by (5.31) and (5.36), the second equation in (5.39) has a solution2

F x(x) =
∑

k/∈Znodd

F xk e
ik·x , F xk :=

Rxk
iω · k

. (5.41)

By (5.3) the first equation in (5.39) amounts to

∂ωF
y = Ry , ∂ωF

z − iΩF z = Rz , ∂ωF
z̄ + iΩF z̄ = Rz̄ . (5.42)

Since R is reversible and even

〈Ry〉 = Ry0
(2.53)

= −Rŷ0
(2.58)

= −Ry0 = −〈Ry〉 (5.43)

and so the average
〈Ry〉 = 0 . (5.44)

By (5.31), (5.36), (5.40) and (5.44), the equation ∂ωF y = Ry admits a unique solution with 〈F y〉 = 0:

F y =
∑

k/∈Znodd

F yk e
ik·x , F yk :=

Ryk
iω · k

. (5.45)

By the non-resonance assumption (5.32) and (5.36), the other two equations in (5.42) admit (unique)
solutions. By (5.3), the third equation in (5.39) splits into

∂ωF
y,y = Ry,y , (5.46)

∂ωF
y,z + iF y,zΩ = Ry,z (5.47)

2Note that F x(x) is unique because its average 〈F x〉 = F x
0 = 0 by (5.53) and (5.54) below.
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and the analogous equations for F y,z̄, F z,y, F z̄,y;

∂ωF
z,z̄ − iF z,z̄Ω− iΩF z,z̄ = Rz,z̄ (5.48)

and the analogous equation for F z̄,z, and the most difficult equation

∂ωF
z,z + iF z,zΩ− iΩF z,z = Rz,z − [R]z,z (5.49)

plus the analogous for F z̄,z̄.
Since Ry,y(x)y∂y is reversible and even we deduce as in (5.43) that 〈Ry,y〉 = 0. Then, by

(5.31),(5.36) and (5.40), the equation (5.46) admits a unique solution with 〈F y,y〉 = 0. Also the
equations (5.47)-(5.48) have a unique solution thanks to (5.32)-(5.33) (and (5.36)), respectively.

We now consider equation (5.49) that amounts to

∂ωF
zizj + i(Ωj − Ωi)F zizj = Rzizj − [R]zizj , ∀i, j ∈ Z \ I . (5.50)

Developing in Fourier series F zizj (x) =
∑
k∈Zn

F
zizj
k eik·x, equation (5.50) becomes

i(ω · k + Ωj − Ωi)F
zizj
k = R

zizj
k − [R]zizjk . (5.51)

If i 6= ±j then (5.51) is easily solved thanks to the non-resonance assumption (5.34) and (5.36). Since
R = SR, by (5.7)

if i = j =⇒ Rzizik = 0 , ∀ k ∈ Znodd \ {0}; if i = −j , (i 6= 0) =⇒ R
ziz−i
k = 0 , ∀ k ∈ Znodd . (5.52)

Then (5.51) is solved by (5.34) and (5.36).
The properties of anti-reversibility, anti-real-coefficients, real-on-real, and parity for the vector field

solution F are easily verified. For example, let us consider F x(x)∂x in (5.41). It is anti-reversible
because Rx(x)∂x is reversible and so

F x̂−k̂
(5.41)

=
Rx̂−k̂

iω · (−k̂)
(2.53)

=
Rxk

iω · (−k̂)
= − Rxk

iω · k
= −F xk , (5.53)

which is the anti-reversibility property (2.55). Moreover F x(x)∂x is anti-real-coefficients since Rxk ∈ R
(by assumption R is real-coefficients). Next, (2.57) enables to check that F x(x)∂x is real-on-real.
Finally, F x∂x is even because Rx∂x is even and

F x̂
k̂

(5.41)
=

Rx̂
k̂

iω · k̂
(2.58)

=
Rxk

iω · k̂
=

Rxk
iω · k

= F xk (5.54)

which is the parity property (2.58).
The estimate (5.37) directly follows by bounds on the small divisors in the Melnikov conditions

(5.31)-(5.34) (and (5.36)) and the expression of F .
Let us prove the Lipschitz estimate (5.38) for F y∂y where F y is defined in (5.45) (the other cases

are analogous). For ξ, η ∈ O, ξ 6= η, set ∆ξ,ηf := |ξ − η|−1(f(ξ)− f(η)) then

∆ξ,ηF
y
k =

∆ξ,ηR
y
k

iω(ξ) · k
+

Ryk(η)∆ξ,ηω · k
(ω(ξ) · k)(ω(η) · k)

. (5.55)

By (5.55), (5.31) and (5.36), we deduce

‖F y∂y‖lips,r,a,O ≤ γ
−1Kτ‖Ry∂y‖lips,r,a,O + 2γ−2K2τ+1|ω|lipO ‖R

y∂y‖s,r,a,O .

We use following lemma about the asymptotic expansion of the small divisors.
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Lemma 5.2. Assume (5.4). Then, for all |i|, |j| ≥ j∗,

|∆k,j,i − ∆̃k,j,i|l
||i| − |j||
|j||i|

+ γ
( 1
|i|

+
1
|j|

)
+

1
|i|2

+
1
|j|2

, (5.56)

where ∆k,j,i := ω · k + Ωj − Ωi and ∆̃k,j,i := ω · k + |j| − |i|.

Proof. By (5.4) and (4.4), see also Lemma 5.1 of [4].
The following key proposition proves that the solution of the homological equation is quasi-Töplitz.

Proposition 5.3. (Quasi-Töplitz) Let the normal form N be as in Definition 5.1 and assume that
R ∈ QTs,r,a(N0, θ, µ). Let F be the (unique) solution of the homological equation (5.26) found in Lemma
5.1, for all ξ ∈ O satisfying the Melnikov conditions (5.31)-(5.34). If, in addition,

|~ω(ξ) · h+ p| ≥ γ2/3〈h〉−τ , ∀|h| ≤ K, p ∈ Z , (h, p) 6= (0, 0) , (5.57)

then F = F (·; ξ) ∈ QTs,r,a(N∗0 , θ, µ) with

N∗0 := max
{
N0 , j∗, ĉγ

−1/3Kτ+1
}

(5.58)

for a (suitably large) constant ĉ := ĉ(m, κ) ≥ 1. Moreover

‖F (·; ξ)‖Ts,r,a,N∗0 ,θ,µ ≤ 4ĉγ−1K2τ‖R(·; ξ)‖Ts,r,a,N0,θ,µ . (5.59)

Proof. We focus on the solution F = F
(0)
K of the homological equation with R = R

(0)
K (recall (5.30)),

and in particular on the most difficult estimate for the solution of (5.49). For brevity we set

R := Rz,z − [R]z,z =
∑

(k,j,i)∈I1

Rk,j,ie
ik·xzj∂zi , Rk,j,i := R

zizj
k ,

where (recall (5.52) and (5.30))

I1 :=
{
|k| , |π(k) + j − i| < K , j 6= ±i if k ∈ Znodd

}
. (5.60)

Then the solution of (5.49) is (recall (5.51))

F := F z,z :=
∑

(k,j,i)∈I1

Rk,j,i
i∆k,j,i

eik·xzj∂zi , ∆k,j,i := ω(ξ) · k + Ωj(ξ)− Ωi(ξ) . (5.61)

In order to prove the estimate (5.59) on the Töplitz norm we compute ΠN,θ,µF . Then we have to
consider only |i|, |j| > θN ≥ θN∗0 > j∗ (since θ > 1 by (3.1)) and, since |π(k) + j− i| < K (see (5.60)),
the bound (5.58) (and (5.35)) implies that s(i) = s(j). Then

ΠN,θ,µR =
∑

(k,j,i)∈I2

Rk,j,ie
ik·xzj∂zi

where

I2 :=
{
|k| , |π(k) + j − i| < K , j 6= i if k ∈ Znodd , s(i) = s(j) , |i|, |j| > θN

}
.

By assumption R ∈ QTs,r,a(N0, θ, µ). Condition (3.26) holds for the set I2 and Lemma 3.4 (applied to
ΠN,θ,µR) that, for all N ≥ N∗0 ≥ N0, there exists a Töplitz approximation

R̃ :=
∑
I2

R̃k(s(j), j − i)eik·xzj∂zi ∈ Ts,r,a(N, θ, µ) , R̃k(s(j), j − i) ∈ C (5.62)
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and
ΠN,θ,µR = R̃+N−1R̂ with ‖R‖s,r,a, ‖R̃‖s,r,a, ‖R̂‖s,r,a ≤ 2‖R‖Ts,r,a . (5.63)

Note that |k|, |π(k) + j − i| < K < (N∗0 )b ≤ N b by (5.58) and (5.35). By (5.61) we have

ΠN,θ,µF = −i
∑
I2

Rk,j,i
∆k,j,i

eik·xzj∂zi . (5.64)

We now prove that

F̃ := −i
∑
I2

R̃k(s(j), j − i)
∆̃k,j,i

eik·xzj∂zi , ∆̃k,j,i := ω(ξ) · k + |j| − |i| , (5.65)

is a Töplitz approximation of F . Indeed, since s(j) = s(i):

∆̃k,j,i = ω(ξ) · k + |j| − |i| = ω(ξ) · k + s(j)(j − i) ,

and F̃ in (5.65) is (N, θ, µ)-Töplitz (see (3.14)). Moreover, since s(j)(j − i) ∈ Z and (0, j, j) /∈ I2, by
(5.57) (and (5.36)), we get

|∆̃k,j,i| ≥ γ2/3〈k〉−τ , ∀(k, j, i) ∈ I2 , (5.66)

and Lemma 2.6 and (5.65) imply

‖F̃‖s,r,a ≤ γ−2/3Kτ‖R̃‖s,r,a . (5.67)

The Töplitz defect is

N−1F̂ := ΠN,θ,µF − F̃ (5.68)

(5.64),(5.65)
=

∑
I2

(Rk,j,i
∆k,j,i

− R̃k(s(j), j − i)
∆̃k,j,i

)
eik·xzj∂zi

=
∑
I2

[(Rk,j,i
∆k,j,i

− Rk,j,i

∆̃k,j,i

)
+
(Rk,j,i − R̃k(s(j), j − i)

∆̃k,j,i

)]
eik·xzj∂zi

(5.63)
=

∑
I2

[
Rk,j,i

(∆̃k,j,i −∆k,j,i

∆k,j,i∆̃k,j,i

)
+N−1 R̂k,j,i

∆̃k,j,i

]
eik·xzj∂zi .

By (5.56), |j|, |i| ≥ θN ≥ N , and |j − i| ≤ (κ+ 1)K we get, taking ĉ large enough,

|∆̃k,j,i −∆k,j,i| ≤
C(κ+ 1)K

N2
+ C

γ

N
+

C

N2
≤ ĉ

4N

(
K

N
+ γ

)
(5.58)

≤ min
{
ĉγ1/3

2N
,
γ2/3

2Kτ

}
. (5.69)

Hence, for 〈k〉 ≤ K we have

|∆k,j,i| ≥ |∆̃k,j,i| − |∆̃k,j,i −∆k,j,i|
(5.66),(5.69)

≥ γ2/3

〈k〉τ
− γ2/3

2Kτ
≥ γ2/3

2〈k〉τ
. (5.70)

Therefore (5.69), (5.66), (5.70) imply

|∆̃k,j,i −∆k,j,i|
|∆k,j,i||∆̃k,j,i|

≤ ĉγ1/3

2N
2〈k〉τ

γ2/3

〈k〉τ

γ2/3
≤ ĉ

Nγ
K2τ

and (5.68), (5.66), and Lemma 2.6, imply

‖F̂‖s,r,a ≤ ĉγ−1K2τ‖R‖s,r,a + γ−2/3Kτ‖R̂‖s,r,a
(5.63)

≤ 4ĉγ−1K2τ‖R‖Ts,r,a . (5.71)
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In conclusion (5.37), (5.67), (5.71), (5.63) prove (5.59) for F (see (5.61)).
The case of the solution F z,z̄ of the homological equation (5.48) is simpler. Indeed in this case the

small divisors are ω · k−Ωi−Ωj . The ΠN,θ,µ-projection selects only the indices with |i|, |j| > θN and
so

|ω · k − Ωi − Ωj | ≥ Ωi + Ωj − |ω||k|
(5.4),(5.58)

≥ constN . (5.72)

In this case we may take the null vector field as Töplitz approximation of F z,z̄. Then the Töplitz
defect is exactly F z,z̄ and ‖F z,z̄‖s,r,a ≤ const‖Rz,z̄‖s,r,a/N by (5.72).

The solutions of the other homological equations (5.42), (5.46), (5.47) are similarly estimated.

6 Proof of Theorems 4.1 and 4.2

6.1 First step

We perform a preliminary change of variables in order to improve the smallness conditions of the
perturbation. In particular we want to average out the term Py(x)∂y defined in (4.6). We introduce
the simmetrized vector fields (see Definition 5.2)

Ry(x)∂y := SPy(x)∂y , R := SP , X := SX = N +R (6.1)

(since SN = N ). By assumption (A3) and the last statement of Proposition 5.2, R ∈ Rrev (see
Definition 2.11). Moreover Proposition 5.1 implies that X|E = X|E .

We now study the homological equation

− adNF + Π|k|<γ−1/(7n)Ry∂y = 〈Ry〉∂y
(5.44)

= 0 (6.2)

because R is reversible and even.

Lemma 6.1. For all ξ in

O∗ :=
{
ξ ∈ O : |~ω(ξ) · h| ≥ γ2/3〈h〉−n/2 , ∀0 < |h| < γ−1/(7n)

}
, (6.3)

the homological equation (6.2) admits the unique solution

F = F y(x)∂y , F :=
∑

k/∈Znodd, |k|<γ−1/(7n)

Ryke
ik·x

iω(ξ) · k
∂y , with 〈F 〉 = 0 . (6.4)

It satisfies
‖F‖T3s/4,r,a,N0,θ,µ,λ,O∗ = ‖F‖λ3s/4,r,a,O∗ ≤ C(s)ε . (6.5)

Moreover F ∈ R≤0
a−rev and SF = F .

Proof. Note that (6.2) is the first equation of (5.42) with Ry  Π|k|<γ−1/(7n)Ry(x). By Lemma
5.1, it has the unique solution (6.4), see (5.45). The equality in (6.5) follows by (3.81) noting that
the quasi-Töplitz norm of F coincides with its majorant norm since F = F (x)∂y. We now prove the
inequality in (6.5). We have

‖F‖3s/4,r,a
(6.4),(6.3)

≤ C(s)γ−2/3‖Π|k|<γ−1/(7n)Ry∂y‖s,r,a
(6.1)(5.11)

≤ C(s)γ−2/3‖Py(x)∂y‖s,r,a
(4.7)

≤ C(s)ε .

Moreover, setting ∆ξ,ηf := |ξ − η|−1(f(ξ)− f(η)), we get

∆ξ,ηF
y
k =

∆ξ,ηR
y
k

iω(ξ) · k
+

Ryk(η)∆ξ,ηω · k
(ω(ξ) · k)(ω(η) · k)

,
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which, in turn, implies

‖F‖lip3s/4,r,a

(6.3),(4.5)

≤ C(s)γ−2/3‖Ry∂y‖lips,r,a + C(s)γ−4/3M0‖Ry∂y‖s,r,a
(6.1)(5.11),(5.12)

≤ C(s)γ−2/3‖Py∂y‖lips,r,a + C(s)γ−4/3M0‖Py∂y‖s,r,a
λ:=γ/M0

≤ C ′(s)γ−2/3λ−1‖Py∂y‖λs,r,a
(4.7)

≤ C ′(s)λ−1ε

The two above estimates imply (6.5).
We now apply Corollary 3.2 with ~p (3s/4, r, a, N0, θ, µ, λ,O∗) and ~p ′  ~p0 with

~p0 := (s/2, r/2, a/2, N (0)
0 , 4θ/3, 3µ/4, λ,O∗) (6.6)

where N (0)
0 ≥ max{N0, N̄} (recall (3.58)) is chosen large enough so that (recall (3.59)-(3.60))

(κ+ 1)(N (0)
0 )b−L lnN (0)

0 ≤ µ/4 , (7 + κ)(N (0)
0 )L−1 lnN (0)

0 ≤ θ/3 ,

2(N (0)
0 )−b ln2N

(0)
0 ≤ bmin{s/4, a/2} . (6.7)

Then (3.58)-(3.59)-(3.60) are satisfied and (6.5) imply condition (3.85) for ε sufficiently small. Let Φ̄
be the time 1-flow of F (so that eadF = Φ̄?). Since the quasi-Töplitz norm is non-increasing with the
parameter N0 (see (3.25)) we may also take N0 ≥ N̄ large enough so that (5.14) (with N0  N1)
holds. Hence

‖eadF (R−Ry∂y)‖T~p0
(3.86)

≤ 2‖R−Ry∂y‖Ts,r,a,N0,θ,µ,λ,O∗
(6.1),(5.13)

≤ 18‖P − Py(x)∂y‖Ts,r,a,N0,θ,µ,λ,O∗
(4.6),(4.7)

< 18γ . (6.8)

Similarly (3.87) (with h 1, bj  1/j!) implies∥∥∥(eadF (R−Ry∂y)− (R−Ry∂y)
)(h)∥∥∥T

~p0
l ‖P∗‖Ts,r,a,N0,θ,µ,λ,O∗‖F‖

T
3s/4,r,a,N0,θ,µ,λ,O∗

(6.5),(4.7)

≤ C(s)γε , h = −1, 0 . (6.9)

Since the commutator [F,Ry(x)∂y] = [F y(x)∂y, Ry(x)∂y] = 0 we deduce eadF (Ry∂y) = Ry∂y, and,
using also (6.2), we get eadFN = N + adFN . Hence

eadFX = eadFN + eadFRy∂y + eadF (R−Ry∂y) = N + adFN +Ry∂y + eadF (R−Ry∂y)
(6.2)
= N + Π|k|≥γ−1/(7n)Ry∂y + eadF (R−Ry∂y) =: N0 + P0 (6.10)

where N0 := N . Then we consider the symmetrized vector field

X0 := S(eadFX) = N0 +R0 , R0 := SP0 . (6.11)

Since Ry(x)∂y depends on the variable x only we have

‖SΠ|k|≥γ−1/(7n)Ry(x)∂y‖T~p0 = ‖SΠ|k|≥γ−1/(7n)Ry(x)∂y‖λs/2,r,a,O l γε , (6.12)

arguing as for (6.5), using (5.13), (2.37), and for γ < γ∗ small (depending on s and n). Recollecting
(6.11), (6.10), (6.8), (6.12) and (6.9) we get

Lemma 6.2. The constants

ε̄0 := ε
(−1)
0 + ε

(0)
0 , ε

(h)
0 := γ−1‖R(h)

0 ‖T~p0 , h = −1, 0 , Θ0 := γ−1‖R0‖T~p0 . (6.13)

satisfy
ε

(h)
0 ≤ C(s, n)ε , h = −1, 0 , Θ0 ≤ 28 , (6.14)

where ε is defined in (4.7).
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The vector fields P0, R0 ∈ Rrev because F ∈ Ra−rev (Lemma 6.1), R ∈ Rrev, and using Lemma
2.9 and Proposition 5.2. Similarly, since X ∈ Rrev (by the hypothesis of Theorem 4.1) the vector field

X0 := eadFX = Φ̄?X ∈ Rrev . (6.15)

Proposition 5.1 implies that X|E = (SX )|E = X|E (see (6.1)) and X0|E = (eadFX)|E (see (6.11)).
Moreover, since F is even, Lemma 2.11 (applied with Y  F ) and (6.15) imply

X0|E = X0|E . (6.16)

6.2 The KAM step

We now describe the iterative scheme which produces a sequence of quasi-Töplitz vector fields Xν

with parameters ~pν = (sν , rν , aν , N
(ν)
0 , θν , µν , λ,Oν), λ = γ/M0, and such that X≤0

ν |E tends to zero
as ν → +∞. For compactness of notation we drop the index ν and write ”+” for ν + 1.
Iterative hypotheses. Suppose 1 < θ, µ < 6, N0 ≥ N̄ (defined in (3.58)), O ⊆ Rn/2. Let X = N+R,
where N is a normal form vector field (see Definition 5.1) with Lipschitz frequencies ω(ξ),Ω(ξ),
ξ ∈ Rn/2 and (5.4) holds with some a(ξ), ∀ |j| ≥ 6N0 (namely j∗ = 6N0). Moreover |ω|lipRn/2 , |Ω|

lip
Rn/2 ≤

M ≤ 2M0. The perturbation R satisfies ‖R‖T~p < ∞, R ∈ Rrev, SR = R. We finally fix some K and
we assume that 6N0 ≥ ĉγ−1/3Kτ+1 (where ĉ is the constant introduced in (5.58)).

We now describe a KAM step namely a change of variables generated by the time-1 flow of a vector
field F and such that X+ := SeadFX = N+ +R+ still satisfies the iterative hypotheses, with slightly
different parameters, and a much smaller new perturbation R+, see (6.43).
The new normal form N+. Set (recall (2.48))

R≤0
K := Π|k|<KΠ|π|<KR≤0 = Π|k|<KΠ|π|<KR(−1) + Π|k|<KΠ|π|<KR(0) =: R(−1)

K +R
(0)
K . (6.17)

Since R ∈ Rrev then R≤0
K ∈ R

≤0
rev and SR≤0

K = R≤0
K . The new normal form is defined for ξ ∈ O as

N+ := N + N̂ ,

N̂
(5.28)
:= [R≤0

K ] = 〈Rx〉∂x +
∑
j∈Z\I

〈Rzjzj 〉zj∂zj + 〈Rz̄j z̄j 〉z̄j∂z̄j = ω̂ ·∂x + i
∑
j∈Z\I

Ω̂jzj(∂zj − z̄j∂z̄j ) (6.18)

because, since R≤0
K is real-coefficients (Definition 2.8) and real-on-real (Definition 2.9),

〈Rzjzj 〉 = iΩ̂j , Ω̂j ∈ R , 〈Rz̄j z̄j 〉 (2.57)
= −iΩ̂j , ∀ j ∈ Z \ I , ω̂j := 〈Rxj 〉 ∈ R ,∀ j ∈ I . (6.19)

Moreover, since R is even, ω̂ , Ω̂ satisfy (5.2), namely

ω̂j
(2.58)

= ω̂−j , Ω̂j
(2.58)

= Ω̂−j . (6.20)

Note that N̂ only depends on R(0).

Lemma 6.3.
sup
ξ∈O
|ω̂|, |Ω̂|∞ ≤ 2‖R(0)‖s,r,a , |ω̂|lipO , |Ω̂|

lip
∞,O ≤ 2‖R(0)‖lips,r,a (6.21)

and there exist â : O → R satisfying

sup
ξ∈O
|â(ξ)| ≤ 2‖R(0)‖Ts,r,a,N0,θ,µ (6.22)

such that
sup
ξ∈O
|Ω̂j(ξ)− â(ξ)| ≤ 40

|j|
‖R(0)‖Ts,r,a,N0,θ,µ , ∀ |j| ≥ 6(N0 + 1) . (6.23)
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Lemma 6.3 is based on the following elementary lemma (see Lemma 5.3 of [4]).

Lemma 6.4. Suppose that, ∀N ≥ N0 ≥ 9, j ≥ 6N ,

Ω̂j = aN + bN,jN
−1 with aN , bN,j ∈ R , |aN | ≤ c , |bN,j | ≤ c , (6.24)

for some c > 0 (independent of j). Then there exists a ∈ R, satisfying |a| ≤ c, such that

|Ω̂j − a| ≤
20c
j
, ∀ j ≥ 6(N0 + 1) . (6.25)

proof of Lemma 6.3. We first prove (6.21). The estimate on ω̂ is trivial. Regarding Ω̂ we note
(recall (6.18) and (2.36))

i
∑
j

Ω̂j(zj∂zj − z̄j∂z̄j ) = ΠdiagR
(0)
K = ΠdiagR

(0) . (6.26)

Then (6.21) follows by Lemma 2.7. Now we want to apply Lemma 6.4. Note that by (6.20), we can
restrict to the case j positive. Since ΠdiagΠ(0)R ∈ QTs,r,a(N0, θ, µ) (by (3.29) and (3.26)) we can apply
Lemma 3.4. Then for all N ≥ N0 we can decompose

ΠN,θ,µΠdiagR
(0) = R̃N +N−1R̂N with R̃N = ΠdiagR̃

N ∈ Ts,r,a(N, θ, µ) , R̂N = ΠdiagR̂
N (6.27)

and
‖R̃N‖r , ‖R̂N‖r ≤ 2‖ΠdiagR

(0)‖T ≤ 2‖R(0)‖T , (6.28)

where ‖ · ‖T is short for ‖ · ‖Ts,r,a,N0,θ,µ. By (6.27) (recall (2.36))

R̃N = i
∑

j∈Z\I,σ=±

R̃Nj,σz
σ
j ∂zσj , R̂N = i

∑
j∈Z\I,σ=±

R̂Nj,σz
σ
j ∂zσj . (6.29)

By (6.27) R̃N ∈ Ts,r,a(N, θ, µ) and, therefore, R̃Nj,+ do not depend on j (see (3.14)), namely

R̃Nj,+ ≡ aN and we also set bN,j := R̂Nj,+ . (6.30)

By (6.26) we get
ΠN,θ,µΠdiagR

(0) = i
∑
|j|>θN

Ω̂j(zj∂zj − z̄j∂z̄j ) .

Then, for j ≥ 6N > θN , by (6.27), (6.29), (6.30), we get Ω̂j = aN + N−1bN,j . Applying Lemma 2.7
to R̃N and R̂N in (6.29), we obtain

|aN | ≤ ‖R̃N‖r
(6.28)

≤ 2‖R(0)‖T , |bN,j | ≤ ‖R̂N‖r
(6.28)

≤ 2‖R(0)‖T .

Hence the assumptions of Lemma 6.4 are satisfied with c = 2‖R(0)‖T and (6.22)-(6.23) follows.
The new vector field X+. We decompose

X = N +R = N +R≤0
K + (R−R≤0

K )

where R≤0
K is defined in (6.17). We apply Lemma 5.1 and Proposition 5.3 with O  O+ where

O+ :=
{
ξ ∈ O | (5.31)− (5.34) and (5.57) hold

}
. (6.31)

Let F = F≤0
K = F

(−1)
K + F

(0)
K ∈ R≤0

a−rev be the unique solution of the homological equation

adNF = R≤0
K − [R≤0

K ] . (6.32)
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The bounds (5.38), |ω|lip, |Ω|lip ≤M ≤ 2M0, and (5.59) (with R R
(h)
K , h = −1, 0) imply

‖F (h)‖T~p? l γ−1K2τ+1‖R(h)‖T~p , h = −1, 0 , where ~p? := (s, r, a, 6N0, θ, µ, λ,O+) . (6.33)

Note that in (5.58)-(5.59) N∗0 = 6N0 because, by the iterative hypothesis, j∗ = 6N0 ≥ ĉγ−1/3Kτ+1.
We introduce the new parameters

~p+ := (s+, r+, a+, N
+
0 , θ+, µ+, λ,O+) , (6.34)

where s/2 ≤ s+ < s, r/2 ≤ r+ < r, 0 < a+ < a, N+
0 ≥ 7N0, θ+ > θ, µ+ < µ, such that

(κ+ 1)(N+
0 )b−L lnN+

0 ≤ µ− µ+, (7 + κ)(N+
0 )L−1 lnN+

0 ≤ θ+ − θ , (6.35)

2(N+
0 )−b ln2N+

0 ≤ bmin{s− s+, a− a+} , (6.36)

and note that N+
0 ≥ N̄ defined in (3.58) (by the iterative hypothesis N0 ≥ N̄). If, moreover, the

smallness condition
‖F‖T~p? ≤ c(n) δ+ , δ+ := min

{
1− s+

s
, 1− r+

r

}
(6.37)

holds (see (3.85)), then Corollary 3.2 (with ~p  ~p?, ~p
′  ~p+, δ  δ+) implies that the time 1-flow

generated by F maps D(s+, r+) into D(s, r). The transformed and symmetrized vector field is

X+ := SeadFX
(2.42)

= S
(
X + adF (X) +

∑
j≥2

1
j!

adjF (X)
)

= N+ +R+ (6.38)

with the new normal form N+ defined in (6.18) and, by (6.32), the new perturbation

R+ := S
(
R−R≤0

K + adF (R≤0) + adF (R≥1) +
∑
j≥2

1
j!

adjF (X)
)

(6.39)

where R≥1 :=
∑
j≥1

R(j), see (2.46), so that R = R≤0 +R≥1.

We set
ε(h) := γ−1‖R(h)‖T~p , h = −1, 0 , ε̄ := ε(−1) + ε(0) , Θ := γ−1‖R‖T~p (6.40)

and the corresponding quantities ε(h)
+ , ε̄+,Θ+ for R+ with parameters ~p+ defined in (6.34).

Proposition 6.1. (KAM step) Assume that ~p, ~p+ satisfy (6.35), (6.36), and that

δ−1
+ K2τ+1ε̄ is small enough , Θ ≤ 29 , (6.41)

(δ+ is defined in (6.37)). Then, by (6.33), the solution F ∈ R≤0
rev of (6.32) satisfies (6.37) and eadF

and X+ in (6.38) are well defined. The perturbation R+ ∈ Rrev in (6.39) satisfies R = SR and

ε
(−1)
+ l δ−2

+ K4τ+2ε̄2 + ε(−1) e−Kmin{s−s+, a−a+}

ε
(0)
+ l δ−2

+ K4τ+2
(
ε(−1) + ε̄2

)
+ ε(0) e−Kmin{s−s+, a−a+} (6.42)

Θ+ ≤ Θ(1 + Cδ−2
+ K4τ+2ε̄) . (6.43)

Proof. The proof is split in several lemmata where we analyze each term of R+ in (6.39).
We first claim that∥∥∥adF (R≤0)

∥∥∥T
~p+

+
∥∥∥∑
j≥2

1
j!

adjF (X)
∥∥∥T
~p+

l δ−2
+ γK2(2τ+1)ε̄2 . (6.44)
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We have ∑
j≥2

1
j!

adjF (X) =
∑
j≥2

1
j!

adjF (N +R) =
∑
j≥2

1
j!

adj−1
F (adFN ) +

∑
j≥2

1
j!

adjF (R)

(6.32)
=

∑
j≥2

1
j!

adj−1
F ([R≤0

K ]−R≤0
K ) +

∑
j≥2

1
j!

adjF (R) .

As we have already noticed, by (6.35), (6.36), (6.37) we can apply Corollary 3.2 (with ~p ~p?, ~p
′  ~p+,

δ  δ+, h 2) obtaining∥∥∥∑
j≥2

1
j!

adjF (R)
∥∥∥T
~p+

(3.87)
l

(
δ−1
+ ‖F‖T~p?

)2

‖R‖T~p?
(6.33),(6.40)

l δ−2
+ K2(2τ+1)ε̄2γΘ . (6.45)

In the same way we get (with h 1)∥∥∥∑
j≥2

1
j!

adj−1
F

(
[R≤0
K ]−R≤0

K

)∥∥∥T
~p+

=
∥∥∥∑
j≥1

1
(j + 1)!

adjF
(
[R≤0
K ]−R≤0

K

)∥∥∥T
~p+

(3.87)
l δ−1

+ ‖F‖T~p?‖[R
≤0
K ]−R≤0

K ‖
T
~p?
≤ δ−1

+ ‖F‖T~p?‖R
≤0
K ‖

T
~p?

(6.33),(6.40)
l δ−1

+ K2τ+1γε̄2 . (6.46)

Finally, by Corollary 3.1, applied with ~p  ~p?, ~p1  ~p+, δ  δ+ (note that conditions (3.38)-(3.39)
follow by (6.35)-(6.36)), we get∥∥∥adF (R≤0)

∥∥∥T
~p+

(3.84)
l δ−1

+ ‖F‖T~p?‖R
≤0‖T~p?

(6.33),(6.40)
l δ−1

+ K2τ+1γ ε̄2 . (6.47)

The bounds (6.45), (6.46), (6.47), and Θ ≤ 29 (see (6.41)), prove (6.44).
We now prove (6.43). Again by Corollary 3.1 we get∥∥∥adF (R≥1)

∥∥∥T
~p+

l δ−1
+ ‖F‖T~p?‖R

≥1‖T~p
(6.33),(3.31),(6.40)

l δ−1
+ K2τ+1γ ε̄Θ (6.48)

and (6.43) follows by (6.39), (5.13), (3.31), (6.40) (6.48), (6.44) and ε̄ ≤ 3Θ (which follows by (6.40)
and (3.30)).

We now consider R(h)
+ , h = 0,−1. Recalling the degree decomposition F = F (−1) + F (0), formula

(2.45) implies that the term adFR≥1 in (6.39) does not contribute to R(−1)
+ . On the other hand, its

contribution to R(0)
+ is [R(1), F (−1)]. Again by (3.84), (6.33), (6.40) and (3.30), we get

‖[R(1), F (−1)]‖T~p+ l δ−1
+ γK2τ+1ε(−1)Θ . (6.49)

The contribution of R−R≤0
K in (6.39) to R(h)

+ , h = 0,−1, is

Π|k|<KΠ|π|≥KR(h) + Π|k|≥KR(h) .

By (3.32)-(3.33) (recall ss−1
+ < 2), (3.30), and (6.40), we get∥∥∥Π|k|<KΠ|π|≥KR(h) + Π|k|≥KR(h)

∥∥∥T
~p+
≤ 3e−Kmin{s−s+, a−a+}γε(h) . (6.50)

In conclusion, (6.42) follows by (6.39), (5.13), (6.44), (6.49), (6.50) and Θ ≤ 29.
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6.3 KAM iteration

Lemma 6.5. Suppose that ε(−1)
i , ε

(0)
i ≥ 0, i = 0, . . . , ν, satisfy

ε
(−1)
i+1 ≤ C∗ K

i ε̄2
i + C∗ε

(−1)
i e−K∗2

i

ε
(0)
i+1 ≤ C∗ K

i
(
ε

(−1)
i + ε̄2

i

)
+ C∗ε

(0)
i e−K∗2

i

, i = 0, . . . , ν − 1 , (6.51)

where ε̄i := ε
(−1)
i + ε

(0)
i , and K, C∗ ≥ 1, K∗ > 0. Then there exist ε̄? < 1, C? > eK∗ , χ ∈ (1, 2),

depending only on K, C∗,K∗ (and not on ν) such that, if

ε̄0 ≤ ε̄? =⇒ ε̄i ≤ C? ε̄0 e
−K∗χi , ∀i = 0, . . . , ν . (6.52)

Proof. Iterating two times (6.51) we get, ∀ 0 ≤ j ≤ ν − 2,

ε̄j+2 ≤ 2C∗
(
Kj+1(ε(−1)

j+1 + ε̄2
j+1) + ε̄j+1e

−K∗2j+1
)
≤ c1Cc1∗ Kc1j

(
ε̄2
j + ε̄4

j + ε̄je
−K∗2j

)
(6.53)

for a suitable constant c1 > 1.
We first claim that (6.52) holds with χ := 5/4 for all i = 2j ≤ ν. Setting aj := ε̄2j , we prove that

there exist C? large and ε̄? small (as in the statement) such that if a0 ≤ ε̄? then

(S)j aj ≤ cj+1
2 a0e

−K∗χ̃2j
, ∀ 0 ≤ j ≤ ν/2

for a suitable c2 = c2(K, C∗,K∗) ≥ 1 large enough and 1 < χ̃ <
√

2, e.g. χ̃ := 4/3. We proceed by
induction. The statement (S)0 is true for c2 ≥ eK∗ . Now suppose (S)j holds true. Note that aj ≤ 1

taking ε̄? ≤ min
j≥0

eK∗χ̃
2j
/cj+1

2 . Then (S)j+1 follows by

aj+1 = ε̄2j+2

(6.53)

≤ c1C
c1
∗ K2c1j

(
a2
j + a4

j + aje
−K∗22j

) aj≤1

≤ 2c1Cc1∗ K2c1j
(
a2
j + aje

−K∗22j
)

(S)j
≤ 2c1Cc1∗ K2c1j

(
(cj+1

2 a0e
−K∗χ̃2j

)2 + (cj+1
2 a0e

−K∗χ̃2j
)e−K∗2

2j
)
≤ cj+2

2 a0e
−K∗χ̃2j+2

since 4c1Cc1∗ K2c1jcj+1
2 a0e

−K∗χ̃2j
e−K∗2

2j
≤ cj+2

2 a0e
−K∗χ̃2j+2

taking c2 large enough (use χ̃ < 2) and

4c1Cc1∗ K2c1j(cj+1
2 a0e

−K∗χ̃2j
)2 ≤ cj+2

2 a0e
−K∗χ̃2j+2

since χ̃ <
√

2 and taking a0 ≤ ε̄? small enough. We have proved inductively (S)j . Then (6.52) for
i = 2j follows since 5/4 =: χ < χ̃ := 4/3 and taking C? large enough. The case i = 2j + 1 follows
analogously noting that ε̄1 ≤ Cε̄0 (by (6.51)) taking ε̄? small.

We now consider as initial parameters of the iteration

~p0 = (s0, r0, a0, N
(0)
0 , θ0, µ0, λ,O∗)

(6.6)
:= (s/2, r/2, a/2, N (0)

0 , 4θ/3, 3µ/4, λ,O∗) (6.54)

where s, r, a, θ, µ, λ are defined in Theorem 4.1, the set O∗ in (6.3), and

N
(0)
0 := ĉγ−1/3/6 satisfies N

(0)
0 ≥ N̄ and (6.7) , (6.55)

taking γ ≤ γ∗(n, s, a) small enough (the constants ĉ, N̄ are defined in (5.58) and (3.58) respectively).
We start a KAM iterative scheme on the vector field X0 = N0+R0 : D0×O∗ → V defined in (6.11)

where the normal form N0 = N is defined in (4.1), the frequencies satisfy |ω(0)|lip + |Ω(0)|lip∞ ≤M0 on
the whole Rn/2, see (4.5), and the domain D0 := D(s0, r0).
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We define, for ν > 0, the parameters

• sν+1 := sν − s02−ν−2 ↘ s0

2
, rν+1 := rν − r02−ν−2 ↘ r0

2
, Dν := D(sν , rν)

• aν+1 = aν − a02−ν−2 ↘ a0

2
, Mν+1 := Mν +M02−ν−2 ↗ 3

M0

2
,

• θν+1 := θν + θ02−ν−2 ↗ 3
θ0

2
, µν+1 := µν − µ02−ν−2 ↘ µ0

2
,

• N
(ν)
0 := N

(0)
0 2νρ , Kν := 4ν , ρ := max

{
2(τ + 1),

1
L− b

,
1

1− L

}
. (6.56)

Note that, by (6.55) and (6.56), for all ν ≥ 0,

6N (ν)
0 ≥ ĉγ−1/3Kτ+1

ν and N
(ν)
0 ≥ N̄ (defined in (3.58)) . (6.57)

Lemma 6.6. (Iterative lemma) Let X0 := N0 +R0 be as above and set

O0 :=
{
ξ ∈ O : |~ω(ξ) · h| ≥ 2γ2/3〈h〉−n/2 , ∀0 < |h| < γ−1/(7n)

}
. (6.58)

If ε̄0,Θ0, defined in (6.13), satisfy

ε̄0 is small enough and Θ0 ≤ 28 , (6.59)

then:
(S1)ν ∀0 ≤ i ≤ ν, there exist ω(i) = (~ω(i), ~ω(i)), Ω(i), a(i) defined for all ξ ∈ Rn/2, satisfying

|ω(i) − ω(0)|+ λ|ω(i) − ω(0)|lip, |Ω(i) − Ω(0)|∞ + λ|Ω(i) − Ω(0)|lip∞ ≤ C(1− 2−i)γε̄0 (6.60)
|a(i)| ≤ C(1− 2−i)γε̄0 , |ω(i)|lip , |Ω(i)|lip∞ ≤ (2− 2−i)M0 , (6.61)

|Ω(i)
j − Ω(0)

j − a
(i)| ≤ Cγ/|j| , ∀ |j| ≥ 6(N (i−1)

0 + 1) , (6.62)

uniformly on Rn/2. For 1 ≤ i ≤ ν, Ni := ω(i)(ξ) · ∂x + iΩ(i)(ξ)(z∂z − z̄∂z̄) is a normal form as in
Definition 5.1 satisfying (5.4) for all |j| ≥ 6(N (i−1)

0 + 1). Set

Oi :=
{
ξ ∈ Oi−1 : for h ∈ Zn/2 , |h| < Ki−1 , p ∈ Z , (6.63)

|~ω(i−1)(ξ) · h| ≥ (1− 2−i)2γ〈h〉−τ if h 6= 0 ,

|~ω(i−1)(ξ) · h+ Ω(i−1)
j (ξ)| ≥ (1− 2−i)2γ〈h〉−τ ,

|~ω(i−1)(ξ) · h+ Ω(i−1)
j (ξ) + Ω(i−1)

j′ (ξ)| ≥ (1− 2−i)2γ〈h〉−τ ,

|~ω(i−1)(ξ) · h− Ω(i−1)
j (ξ) + Ω(i−1)

j′ (ξ)| ≥ (1− 2−i)2γ〈h〉−τ if h 6= 0 or j′ 6= ±j ,

|~ω(i−1)(ξ) · h+ p| ≥ (1− 2−i)2γ2/3〈h〉−τ if h 6= 0 or p 6= 0
}
.

(S2)ν ∀ 1 ≤ i ≤ ν there exists a close-to-the-identity, analytic, even (Definition 2.10) change of
variables Φi(·; ξ) : Di → Di−1, defined (and Lipschitz) for ξ ∈ Oi, such that3

Xi := SΦi?Xi−1 =: Ni +Ri : Di ×Oi → Di−1 , Ri ∈ Rrev , Ri = SRi . (6.64)

Set ~pi = (si, ri, ai, N
(i)
0 , θi, µi, λi,Oi) and define

ε̄i := ε
(−1)
i + ε

(0)
i , ε

(h)
i := γ−1‖R(h)

i ‖
T
~pi
, h = −1, 0 , Θi := γ−1‖Ri‖T~pi . (6.65)

3Φi
? is the lift to the tangent space (recall (4.13)).
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∀ 1 ≤ i ≤ ν we get, uniformly for ξ ∈ Rn/2,

|ω(i)(ξ)− ω(i−1)(ξ)| , |Ω(i)(ξ)− Ω(i−1)(ξ)|∞ , |a(i)(ξ)− a(i−1)(ξ)| ≤ 2γε̄i−1 ,

|Ω(i)
j (ξ)− a(i)(ξ)− Ω(i−1)

j (ξ) + a(i−1)(ξ)| ≤ 40γ
ε̄i−1

|j|
, ∀|j| ≥ 6(N (i−1)

0 + 1) (6.66)

and
|ω(i) − ω(i−1)|lipRn/2 , |Ω

(i) − Ω(i−1)|lipRn/2 l 2iKτ+1
i−2 M0ε̄i−1 (6.67)

where K−1 := 1.
(S3)ν ∀0 ≤ i ≤ ν − 1, the ε

(−1)
i , ε

(0)
i satisfy (6.51) with K = 44τ+3, K∗ = min{s0, a0}/4 and some

C∗ = C∗(n).

(S4)ν ∀0 ≤ i ≤ ν, we have ε̄i ≤ C?ε̄0e
−K∗χi and Θi ≤ 2Θ0.

Proof. The statement (S1)0 follows by the hypothesis setting a(0) ≡ 0 and N
(−1)
0 := 0. (S2)0 and

(S3)0 are empty. (S4)0 follows because C? ≥ eK∗ in Lemma 6.5. Note also that, by (6.3) and (4.5),
the set O0 defined in (6.58) satisfies

O0 ⊆ {ξ ∈ O∗ : Bλ(ξ) ⊂ O∗} , λ := γ/M0 . (6.68)

We then proceed by induction.
(S1)ν+1. We start defining the normal form at the step ν+ 1. For all ξ ∈ Oν if ν ≥ 1 and ξ ∈ O∗ (see
(6.3)) if ν = 0, we set (recall (6.19))

ω̂
(ν)
j (ξ) := 〈Rxjν (·; ξ)〉 , j ∈ I , iΩ̂(ν)

j (ξ) := 〈Rzjzjν (·; ξ)〉 , j ∈ Z \ I . (6.69)

The frequencies ω̂(ν), Ω̂(ν) satisfy (6.20) (since Rν is even by (S2)ν) and by Lemma 6.3 (and (6.65))
there exists â(ν)(ξ) ∈ R such that

|ω̂(ν)(ξ)| , |Ω̂(ν)(ξ)|∞ , |â(ν)(ξ)| ≤ 2γε̄ν , |Ω̂(ν)
j (ξ)− â(ν)(ξ)| ≤ 40γ

ε̄ν
|j|

, ∀|j| ≥ 6(N (ν)
0 + 1) , (6.70)

uniformly in ξ ∈ Oν (resp. O∗ if ν = 0). Moreover (6.21), (2.33), (3.81), (6.65) imply

|ω̂(ν)|lipOν , |Ω̂
(ν)|lip∞,Oν ≤ 2M0ε̄ν (6.71)

(resp. O∗ if ν = 0). Let

η0 := λ = γ/M0 , ην := γ/(2ν+3M0K
τ+1
ν−1) , ν ≥ 1 . (6.72)

Let us define Oν+1 as in (6.63) (with i = ν + 1) and set

Õν+1 :=
⋃

ξ∈Oν+1

{
ξ̃ ∈ Rn/2 : ξ̃ = ξ + ξ̂ , |ξ̂| < ην

}
. (6.73)

We claim that
Õ1 ⊆ O∗ and Õν+1 ⊆ Oν , for ν ≥ 1 . (6.74)

The inclusion Õ1 ⊂ O∗ follows by the definition (6.73) for Õ1, the inclusion O1 ⊂ O0 (see (6.63)),
(6.72) and (6.68). Recalling (6.63), the inclusion Õν+1 ⊆ Oν , for ν ≥ 1, follows if, for every ξ̃ = ξ+ ξ̂,
ξ ∈ Oν+1, |ξ̂| ≤ ην , we prove that

|~ω(ν−1)(ξ̃) · h| ≥ (1− 2−ν)2γ〈h〉−τ , ∀ 0 < |h| ≤ Kν−1 , (6.75)
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and the analogous estimates for |~ω(ν−1)(ξ̃) · h + Ω(ν−1)
j (ξ̃)|, |~ω(ν−1)(ξ̃) · h ± Ω(ν−1)

j (ξ̃) + Ω(ν−1)
j′ (ξ̃)|,

|~ω(ν−1)(ξ̃)·h+p|. By the expression (6.77) (at the previous step) for ω(ν), Ω(ν), and since χν−1 ∈ [0, 1],
we have by definition of Oν+1

|~ω(ν−1)(ξ̃) · h| ≥ |~ω(ν)(ξ) · h| −
∣∣(~ω(ν)(ξ̃)− ~ω(ν)(ξ)

)
· h
∣∣− ∣∣(~ω(ν−1)(ξ̃)− ~ω(ν)(ξ̃)

)
· h
∣∣

(6.61),(6.66)

≥ (1− 2−ν−1)2γ〈h〉−τ − 2M0ηνKν−1 − 2γε̄ν−1Kν−1

≥ (1− 2−ν)2γ〈h〉−τ

since

2M0ην + 2γε̄ν−1

(6.72),(S4ν)

≤ 2−ν−2γK−τ−1
ν−1 + 2γC?ε̄0e

−K∗χν−1 (6.56)

≤ 2−νγK−τ−1
ν−1

taking ε̄0 small enough. This proves (6.75) (the other estimates are analogous) and so (6.74).
We define a smooth cut-off function χν : Rn/2 → [0, 1] which takes value 1 on Oν+1 and value 0

outside Õν+1, in particular χν vanishes outside Oν (resp. O∗ if ν = 0) by (6.74). Recalling (6.72) we
can construct χν , ν ≥ 0, in such a way that

|χν |lipRn/2 l γ−1M02νKτ+1
ν−1 (6.76)

(recall K−1 := 1). We extend ω̂(ν), Ω̂(ν), â(ν) to zero outside Oν for ν ≥ 1 and, for ν = 0 outside O∗.
Then we define on the whole Rn/2

ω(ν+1) := ω(ν) + χν ω̂
(ν) , Ω(ν+1) := Ω(ν) + χνΩ̂(ν) , a(ν+1) := a(ν) + χν â

(ν) . (6.77)

The estimates (6.66) with i = ν + 1 directly follow by (6.70). By (6.77), (6.74), (6.76), (6.71), (6.70),
we get

|ω(ν+1) − ω(ν)|lipRn/2 ≤ |χν |
lip
Rn/2 |ω̂

(ν)|Rn/2 + |χν |Rn/2 |ω̂(ν)|lipOν l 2νKτ+1
ν−1M0ε̄ν

proving the first estimate in (6.67) with i = ν + 1. The other estimate is analogous.
Estimates (6.60),(6.61),(6.62) with i = ν + 1 follow by (S1)ν and by (6.66)-(6.67) with i = ν + 1.

This completes the proof of (S1)ν+1.

(S2)ν+1. We apply the KAM step Proposition 6.1 with ~p  ~pν , ~p+  ~pν+1, X  Xν , X+  Xν+1.
The parameters defined in (6.56) (and τ > 1/b) satisfy the conditions (6.35)-(6.36), for all ν ∈ N,
taking γ small enough (recall (6.55)). Again by (6.56)

δν+1
(6.37)
:= min

{
1− sν+1

sν
, 1− rν+1

rν

}
so that 2−ν−2 ≤ δν+1 ≤ 2−ν−1 , (6.78)

and the condition (6.41) is satisfied by (S4)ν , taking ε̄0 small enough and since Θ0 ≤ 1, see (6.59).
Hence Proposition 6.1 applies. Let Φν+1 be the time-1-flow generated by the solution Fν+1 ∈ R≤0

a−rev
of the homological equation (6.32). Then Φν+1

? = eadFν+1 . The flow Φν+1 is even because Fν+1 is
even. We have that (6.64) holds with i = ν+ 1. The estimates (6.66)-(6.67) for i = ν+ 1 have already
been proved. We define ε̄ν+1, ε

(−1)
ν+1 , ε

(0)
ν+1 as in (6.65).

(S3)ν+1 follows by (6.42), (6.56) and (6.78).

(S4)ν+1. By (S3)ν we can apply Lemma 6.5 and (6.52) implies ε̄ν+1 ≤ C?ε̄0e
−K∗χν+1

. Moreover

Θν+1

(6.43)

≤ Θ0Πν
i=0

(
1 + Cδ−2

i+1K
4τ+2
i ε̄i

) (6.78),(S4)ν
≤ 2Θ0

for ε̄0 small enough.
Proof of the KAM Theorem 4.1 completed. Assumption (6.59) holds by (6.14) taking ε in (4.7)
small enough. Then the iterative Lemma 6.6 applies. We define

ω∞ := lim
ν→∞

ω(ν) , Ω∞ := lim
ν→∞

Ω(ν) , a∞ := lim
ν→∞

a(ν) .
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It could happen that Oν0 = ∅ for some ν0. In such a case O∞ = ∅ and the iterative process stops after
finitely many steps. However, we can always set ων := ων0 , Ων := Ων0 , a(ν)

± := a(ν0), ∀ν ≥ ν0, and
ω∞, Ω∞, a∞ are always well defined and the bounds (4.8)-(4.10) hold. Indeed (4.8) follows by (6.60)
recalling that N0 = N . Then (4.9) follows by (5.2) because the normal forms Nν satisfy Definition
5.1. We now prove (4.10). For all ∀ν ≥ 0, j ≥ 6(N (ν)

0 + 1), we have (recall that a(0) = 0)

|Ω∞j − Ω(0)
j − a

∞| ≤
∑

0≤i≤ν

|Ω(i+1)
j − a(i+1) − Ω(i)

j + a(i)|+
∑
i>ν

|Ω(i+1)
j − Ω(i)

j |+ |a
(i+1) − a(i)|

(6.66)

≤ 40γ
∑

0≤i≤ν

ε̄i
j

+ 4γ
∑
i>ν

ε̄i
(S4)ν

l
ε̄0γ

j
+ γ

∑
i>ν

ε̄i .

Therefore, ∀ν ≥ 0, 6(N (ν)
0 + 1) ≤ j < 6(N (ν+1)

0 + 1),

|Ω∞j − Ω(0)
j − a

∞|l ε̄0γ

j
+ γ

N
(ν+1)
0

j

∑
i>ν

ε̄i
(6.56),(6.55)

l
ε̄0γ

j
+
γ

j
γ−1/32ρ(ν+1)

∑
i>ν

ε̄i

and (4.10) follows by (S4)ν and since Ω(0)
j = Ωj .

The transformation Φ in (4.12) is defined by

Φ := lim
ν→∞

Φ̄ ◦ Φ0 ◦ Φ1 ◦ · · · ◦ Φν (6.79)

where Φ̄ is defined in section 6.1 as the time 1-flow of F in (6.4). The map Φ is even because Φi,
i ≥ 0, and Φ̄ are even. We now verify that Φ is defined for parameters ξ ∈ O∞ defined in (4.11).

Lemma 6.7. O∞ ⊂ ∩i≥0Oi (defined in (6.63) and (6.58)).

Proof. We have O∞ ⊆ O0 by (4.11) and (6.58). For i ≥ 0, if ξ ∈ O∞ then, for all |h| ≤ Ki,

|~ω(i)(ξ) · h| ≥ |~ω∞(ξ) · h| − |h|
∑
n≥i

|~ω(n+1)(ξ)− ~ω(n)(ξ)|

(4.11),(6.66)

≥ 2γ〈h〉−τ −Ki2γ
∑
n≥i

ε̄n ≥ (1− 2−i)2γ〈h〉−τ

by the definition of Ki in (6.56), (S4)ν and ε̄0 (that is ε) small enough. The other inequalities in
(6.63) are verified analogously.

It remains to prove (4.13). By the definition of Φ in (6.79), the final vector field

X∞ = lim
i→∞

Xi where Xi := Φi?Xi−1 , i ≥ 1 , X0 defined in (6.15) . (6.80)

The vector field X∞ ∈ Rrev because X0 ∈ Rrev (see (6.15)) and each Xi ∈ Rrev because Φi? = eadFi

with Fi ∈ Ra−rev (then use Lemma 2.10). Let

X∞ := lim
i→∞

Xi = N∞ +R∞ where N∞ := lim
i→∞

Ni , R∞ := lim
i→∞

Ri . (6.81)

By (6.64), (S4)ν and (6.65) we get

R∞ = SR∞ , R≤0
∞ = 0 . (6.82)

Lemma 6.8. (X∞)|E = (X∞)|E.
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Proof. The lemma follows by proving (Xi)|E = (Xi)|E , ∀ i ≥ 0. The inductive basis for i = 0 is
(6.16). Let us assume that (Xi−1)|E = (Xi−1)|E . Then

(Xi)|E − (Xi)|E
(6.64),(6.80)

= (Φi?Xi−1)|E − (SΦi?Xi−1)|E =
(

Φi?(Xi−1 −Xi−1)
)
|E
≡ 0

by Proposition 5.1 and Lemma 2.11 (used with X  Xi−1 −Xi−1, Y  Fi defined in Lemma 6.6 so
that eadFi = Φi?).

We have already chosen N∞ in (6.81), then P∞ in (4.13) is P∞ = X∞ −N∞. It is now simple to
show that

(
P≤0
∞
)
|E = 0. Indeed

(
P≤0
∞
)
|E =

(
(X∞ −N∞)≤0

)
|E

(6.81)
=

(
(X∞ −X∞ +R∞)≤0

)
|E

(6.82)
=

(
(X∞ −X∞)≤0

)
|E

(2.60)
≡ 0 .

by Lemma 6.8. Finally P∞ ∈ Rrev because N∞ ∈ Rrev (obvious) and X∞ ∈ Rrev. This concludes
the proof of Theorem 4.1.

6.4 Measure estimates: proof of Theorem 4.2

Recalling the definitions of O and O∞, given in (4.17) and (4.11) respectively, we have to estimate
the measure of

O \ O∞ = C1 ∪ C2+ ∪ C2− ∪ C̃ ∪ (O \ O0) (6.83)

where
O0 :=

{
ξ ∈ O : |~ω(ξ) · h| ≥ 2γ2/3〈h〉−n/2 , ∀0 < |h| < γ−1/7n

}
C1 :=

⋃
h∈Zn/2,j∈Z\I

R1,τ
h,j(γ) , R1,τ

h,j(γ) :=
{
ξ ∈ O : |~ω∞(ξ) · h+ Ω∞j | < 2γ〈h〉−τ

}
C2+ :=

⋃
h∈Zn/2,i,j∈Z\I

R2+,τ
h,i,j (γ) , R2+,τ

h,i,j (γ) :=
{
ξ ∈ O : |~ω∞(ξ) · h+ Ω∞i (ξ) + Ω∞j (ξ)| < 2γ〈h〉−τ

}
C2− :=

⋃
h∈Zn/2,i,j∈Z\I,

ifi=±j, h6=0

R2−,τ
h,i,j (γ) , R2−,τ

h,i,j (γ) :=
{
ξ ∈ O : |~ω∞(ξ) · h+ Ω∞i (ξ)− Ω∞j (ξ)| < 2γ〈h〉−τ

}

C̃ :=
⋃

h∈Zn/2,p∈Z
(h,p)6=(0,0)

R̃τhp(γ2/3) , R̃τhp(γ2/3) :=
{
ξ ∈ O : |~ω∞(ξ) · h+ p| < 2γ2/3〈h〉−τ

}
.

We first consider the most difficult estimate

|C2−|l γ2/3ρ
n
2−1 . (6.84)

Lemma 6.9. If R2−,τ
h,i,j (γ) 6= ∅ then

||i| − |j|| ≤ C 〈h〉 . (6.85)

Proof. By the definition of R2−,τ
h,i,j (γ), (4.8) and (4.18).

As a consequence, we have to estimate

C2− =
⋃

(h,i,j)∈I

R2−,τ
h,i,j (γ)

where
I :=

{
(h, i, j) ∈ Zn/2 × (Z \ I)2 : (6.85) holds and, if i = ±j , then h 6= 0

}
.

By (4.18), (4.19), (4.8), for ε small enough, ~ω∞ : O → ~ω∞(O) is invertible,

ξ = (~ω∞)−1(ζ) = A−1(ζ − ω̄) + rε(ζ) , |(~ω∞)−1|lip ≤ 2‖A−1‖ (6.86)

where |rε| = O(εγ), |rε|lip = O(ε).
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Lemma 6.10. For (h, i, j) ∈ I, 0 < η < η0(m) small enough, we have

|R2−,τ
h,i,j (η)|l ηρ

n
2−1〈h〉−τ . (6.87)

Proof. By (4.8), (4.18), we have

~ω∞(ξ) · h+ Ω∞i (ξ)− Ω∞j (ξ) = ~ω∞(ξ) · h+ λi − λj + ~a · ξ(λ−1
i − λ

−1
j ) + ri,j(ξ) (6.88)

where
|ri,j(ξ)| = O(εγ) , |ri,j |lip = O(ε) . (6.89)

Case 1: h = 0, i 6= ±j. By (6.88), (6.89), we have, ∀ξ ∈ O (see (4.17)), ∀i 6= ±j,

|~ω∞(ξ) · h+ Ω∞i (ξ)− Ω∞j (ξ)| ≥ |λi − λj | − C|ξ| − Cεγ ≥ c̄ > 2η〈h〉−τ ,

hence R2−,τ
h,i,j (η) = ∅.

Case 2: h 6= 0. Introducing the final frequencies ζ := ~ω∞(ξ) ∈ Rn/2 as parameters in (6.88) we get

fh,i,j(ζ) := ~ω∞(ξ) · h+ Ω∞i (ξ)− Ω∞j (ξ)
(6.86)

=
(
h+ (AT )−1~a(λ−1

i − λ
−1
j )
)
· ζ −A−1ω̄+ · ~a(λ−1

i − λ
−1
j ) + λi − λj + r̃i,j(ζ)

where r̃i,j satisfies (6.89) as well. By (4.19) and (4.22) the vector

ã := h+ (AT )−1~a(λ−1
i − λ

−1
j ) satisfies |ã| ≥ c = c(A,~a) > 0 , ∀h 6= 0, ∀i, j ∈ Z \ I . (6.90)

In the direction ζ = sã|ã|−1 + w, w · ã = 0, the function f̃k,i,j(s) := fk,i,j(sã|ã|−1 + w) satisfies

f̃k,i,j(s2)− f̃k,i,j(s1)
(6.89)

≥ (s2 − s1)(|ã| − Cε) ≥ (s2 − s1)|ã|/2 .

By Fubini theorem we get |{ζ ∈ ~ω∞(O) : |fh,i,j(ζ)| ≤ 2η〈h〉−τ}| l ηρ
n
2−1〈h〉−τ which implies (6.87)

thanks to (6.86).
We split

I = I> ∪ I< where I> :=
{

(h, i, j) ∈ I : min{|i|, |j|} > C]γ
−1/3〈h〉τ0

}
(6.91)

where C] > C? in (4.10) for τ0 := 2 + (n/2). We set I< := I \ I>.

Lemma 6.11. For all (h, i, j) ∈ I> we have

R2−,τ0
h,i,j (γ2/3) ⊂ R2−,τ0

h,i0,j0
(2γ2/3) (6.92)

where i0, j0 ∈ Z \ I satisfy

|i0| − |j0| = |i| − |j| and min{|j0|, |i0|} ≥ C]γ−1/3〈h〉τ0 . (6.93)

Proof. Since |j| ≥ γ−1/3C?, by (4.10) and (4.18) we have the frequency asymptotic

Ω∞j (ξ) = |j|+ m
2|j|

+ ~a · ξλ−1
j + â∞(ξ) +O

(
1
|j|3

)
+O

(
ε
γ2/3

|j|

)
. (6.94)
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By (6.93) and (6.85) we have ||i| − |j|| = ||i0| − |j0|| ≤ C〈h〉. If ξ ∈ O \ R2−,τ0
h,i0,j0

(2γ2/3), since
|i|, |j|, |i0|, |j0| ≥ µ0 := C]γ

−1/3〈h〉τ0 (recall (6.91) and (6.93)), we have

|ω∞+ (ξ) · h+ Ω∞i (ξ)− Ω∞j (ξ)| ≥ |ω∞+ (ξ) · k + Ω∞i0 (ξ)− Ω∞j0 (ξ)|
−|Ω∞i (ξ)− Ω∞i0 (ξ)− Ω∞j (ξ) + Ω∞j0 (ξ)|

(6.94)

≥ 4γ2/3

〈h〉τ0
− ||i| − |i0| − |j|+ |j0||

−|~a · ξ(λ−1
j − λ

−1
i )|+ |~a · ξ(λ−1

j0
− λ−1

i0
)|

−Cεγ
2/3

µ0
− C

µ3
0

− m
2
||i| − |j||
|i| |j|

− m
2
||i0| − |j0||
|i0| |j0|

(6.93),(6.85)

≥ 4γ2/3

〈h〉τ0
− Cεγ

2/3

µ0
− C 〈h〉

µ2
0

(6.93)

≥ 2γ2/3

〈h〉τ0

taking C] in (6.93) large enough, and having used |λ−1
j − λ−1

i | ≤ ||i| − |j|||i|
−1|j|−1. Therefore

ξ ∈ O \ Rτ0h,i,j(γ
2/3) proving (6.92).

As a corollary we deduce:

Lemma 6.12.
∣∣∣ ⋃

(h,i,j)∈I>

R2−,τ
h,i,j (γ)

∣∣∣l γ2/3ρ
n
2−1 .

Proof. Since 0 < γ ≤ 1 and τ ≥ τ0 (see (4.20)), we have R2−,τ
h,i,j (γ) ⊂ R2−,τ0

h,i,j (γ2/3). Then Lemma
6.11 and (6.87) imply that, for each p ∈ Z,∣∣∣ ⋃

(h,i,j)∈I>, |i|−|j|=p

R2−,τ
h,i,j (γ)

∣∣∣l γ2/3ρ
n
2−1〈h〉−τ0 .

Therefore ∣∣∣ ⋃
(h,i,j)∈I>

R2−,τ
h,i,j (γ)

∣∣∣l ∑
h,|p|≤C〈h〉

γ2/3ρ
n
2−1〈h〉−τ0 l

∑
h∈Zn/2

γ2/3ρ
n
2−1〈h〉−τ0+1

(since τ0 > 1 + (n/2)) proving the lemma.

Lemma 6.13.
∣∣∣ ⋃

(h,i,j)∈I<

R2−,τ
h,i,j (γ)

∣∣∣l γ2/3ρ
n
2−1.

Proof. For all (h, i, j) ∈ I< we have (see (6.85))

min{|i|, |j|} < Cγ−1/3〈h〉τ0 , ||i| − |j|| ≤ C〈h〉 =⇒ max{|i|, |j|} < C ′γ−1/3〈h〉τ0 .

Therefore, using also Lemma 6.10 and (6.85)∣∣∣ ⋃
(h,i,j)∈I<

R2−,τ
h,i,j (γ)

∣∣∣ l
∑
h

∑
|i|≤C′γ−1/3〈h〉τ0

∑
||i|−|j||≤C〈h〉

γρ
n
2−1

〈h〉τ
l
∑
h

γ2/3ρ
n
2−1

〈h〉τ−τ0−1

which, by (4.20) and τ0 := 2 + (n/2), gives the lemma.
Lemmata 6.12, 6.13 imply (6.84). Let us consider the other cases. By (4.19), arguing as in Lemma

6.10, we get that for 0 < γ < γ0(m) small, the measure

|R1,τ
h,j(γ)|, |R2+,τ

h,i,j (γ)|l γρ
n
2−1〈h〉−τ , |R̃τh,p(γ2/3)|l γ2/3ρ

n
2−1〈h〉−τ ,

and, by standard arguments,∣∣∣C1 ∪ C2+
∣∣∣l γρ

n
2−1 , |C̃|l γ2/3ρ

n
2−1 , |O \ O0|l γ2/3ρ

n
2−1 . (6.95)

Finally (6.83), (6.84), (6.95) imply (4.21).
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7 Proof of Theorem 1.1

By hypothesis the nonlinearity g(x, y, yx, v) = yy2
x+ h.o.t. has the convergent Taylor expansion

g(x, y, yx, v) = yy2
x +

∑
k,h,l∈N : k+h+l>3

g(k,h,l)(x)ykyhxv
l

where
‖g(k,h,l)‖a0,p < Ck+h+l for some a0 > 0 , p > 1/2 . (7.1)

Note that we are identifying the functions g(k,h,l)(x) with their Fourier series {g(k,h,l)
j0

}j0∈Z ∈ `a0,p

(recall (2.1)). Let
a := a0/2 , {u±j }j∈Z ∈ `a,p . (7.2)

The function g in (1.16) is

g(u+, u−) = −1
4

(
D−1(u+ + u−)

) (
D−1(u+

x + u−x )
)2

+O5

=
1
4

∑
σ1,σ2,σ3=± ,
j1,j2,j3∈Z

σ2σ3
j2j3

λj1λj2λj3
uσ1
j1
uσ2
j2
uσ3
j3
ei(σ1j1+σ2j2+σ3j3)x +O5 . (7.3)

and g+
j in (1.25) is

g+
j := gj = −

∑
d≥3

∑
σ1,...,σd=±1 ,
j0,j1,...jd∈Z ,
j0+

Pd
i=1 σiji=j

(
√

2)−d−1g~σ,~,j0u
~σ
~ (7.4)

=
1
4

∑
σ1j1+σ2j2+σ3j3=j

j2j3
λj1λj2λj3

σ2σ3 u
σ1
j1
uσ2
j2
uσ3
j3
−
∑
d>3

∑
σ1,...,σd=±1 ,
j0,j1,...jd∈Z ,
j0+

Pd
i=1 σiji=j

(
√

2)−d−1g~σ,~,j0u
~σ
~

=: g
(=3)
j + g

(≥5)
j , (7.5)

where ~ = (j1, . . . , jd), ~σ = (σ1, . . . , σd) and u~σ~ =
d∏
i=1

uσiji . The coefficients g~σ,~,j0 are explicitly

g~σ,~,j0 =
∑

k,h,l∈N :h+k+l=d

(−1)lih+lσk+1 · · ·σk+h+l
jk+1 · · · jk+h

λj1 · · ·λjk+h
g

(k,h,l)
j0

.

We consider (1.23) as the equations of motion of the vector field N0 +G where

N0 :=
∑

σ=±, j∈Z
σiλjuσj ∂uσj (7.6)

is the linear normal form vector field, and (recall (1.25))

G =
∑

σ=±,j∈Z
G(uσj )∂uσj , G(uσj ) := iσgσj , G = G(=3) +G(≥5) , (7.7)

G(=3) =
∑

σ=±,j∈Z
iσg(=3)

σj ∂uσj , G(≥5) =
∑

σ=±,j∈Z
iσg(≥5)

σj ∂uσj

is a nonlinear perturbation. Note that

G(u+
−j) = −G(u−j ) (7.8)

and that G(=3) has zero momentum by (7.4) and (7.7). Moreover, by (1.26), (1.28), (1.30), (1.31) we
have
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Lemma 7.1. G is reversible (w.r.t. the involution S in (1.29)), real-coefficients, real-on-real, even,
namely G ∈ Rrev (recall Definition 2.11 in absence of x, y-variables).

Lemma 7.2. For a0 − a ≥ a := a0/2 (recall (7.2)) and R > 0 small enough

‖G‖R,a , ‖G(=3)‖R,a lR2 , ‖G(≥5)‖R,a lR4 . (7.9)

Moreover for N0 satisfying (3.1) we have that G,G(=3), G(≥5) belong to QTR,a(N0, 3/2, 4) with

‖G‖TR,a,N0,3/2,4
, ‖G(=3)‖TR,a,N0,3/2,4

lR2 ‖G(≥5)‖TR,a,N0,3/2,4
lR4 . (7.10)

Proof. We first note that for d, h, k, l ∈ N∥∥∥∥( ∑
σ1,...,σd=±1 ,
j0,j1,...jd∈Z ,
j0+

Pd
i=1 σiji=j

ea|j0||g(k,h,l)
j0

||u~σ~ |
)
j∈Z

∥∥∥∥
a,p

l ‖g(k,h,l)‖a0,p(‖u‖a,p + ‖ū‖a,p)d . (7.11)

Indeed ∑
σ1,...,σd=±1 ,
j0,j1,...jd∈Z ,
j0+

Pd
i=1 σiji=j

ea|j0||g(k,h,l)
j0

||u~σ~ | ≤
(
g̃(k,h,l) ∗ ũ ∗ ũ ∗ · · · ∗ ũ

)
j
, ∀ j ∈ Z ,

where g̃(k,h,l) := (ea|j0|g(k,h,l)
j0

)j0∈Z, ũ := (ũn)n∈Z, ũn := |un| + |ūn|, ∗ denotes the convolution of
sequences and

‖g̃(k,h,l) ∗ ũ ∗ ũ ∗ · · · ∗ ũ‖a,p l ‖g̃(k,h,l)‖a,p‖ũ‖da,p l ‖g(k,h,l)‖a0,p(‖u‖a,p + ‖ū‖a,p)d

by the Hilbert algebra property of `a,p and since a ≤ a0 − a.
Now we can rewrite the sum in (7.4) as gj =

∑
|α|+|β|≥3

(gj)α,βuαūβ where (gj)α,β can be explicitly

computed from (7.4) but has a complicated combinatorics. In order to compute the norm ‖G‖R,a we
note that

1
|λl|

l 1 ,
|l|
|λl|
≤ 1 (7.12)

and the momentum of

u~σ~ = uαūβ =⇒ π(α, β;uσj ) =
∑

1≤i≤d

σiji − σj . (7.13)

For all a ≥ 0 and R > 0 we have (recall (7.7))

‖G‖R,a
(2.27)

= sup
‖u‖a,p,‖ū‖a,p<R

∥∥∥∥∥∥
( ∑
|α|+|β|≥3

ea|π(α,β;uσj )||(gσj)α,β ||uα||ūβ |
)
σ=±,j∈Z

∥∥∥∥∥∥
R

(2.3)
= sup

‖u‖a,p,‖ū‖a,p<R

1
R

∑
σ=±

∥∥∥( ∑
|α|+|β|≥3

ea|π(α,β;uσj )||(gσj)α,β ||uα||ūβ |
)
j∈Z

∥∥∥
a,p

(7.13)
l

1
R

sup
‖u‖a,p,‖ū‖a,p<R

∥∥∥(∑
d≥3

(
√

2)−d−1
∑

σ1,...,σd=±1 ,
j0,j1,...jd∈Z ,
j0+

Pd
i=1 σiji=j

∑
k,h,l∈N :
h+k+l=d

ea|j0||g(k,h,l)
j0

||u~σ~ |
)
j∈Z

∥∥∥
a,p

(7.11)
l

1
R

sup
‖u‖a,p,‖ū‖a,p<R

∑
d≥3

∑
k,h,l

h+k+l=d

(
√

2)−d−1‖g(k,h,l)‖a0,p(‖u‖a,p + ‖ū‖a,p)d
(7.1)
l Rd
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proving (7.9) for R > 0 small enough.
Let us now prove the estimate (7.10) for the quasi-Töplitz norm of G (the estimate for G(=3) and

G(≥5) are analogous). For N ≥ N0, by (7.4) and (7.7) we deduce that the linear projection

ΠN,3/2,4G =
∑

m,n,σ,σ′
|m|,|n|>(3/2)N

Gσ,mσ′,n u
σ′

n ∂uσm = G̃+N−1Ĝ

where (recall (3.10), (3.11), (3.12))

Gσ,mσ′,n := −iσ
∑
d≥2

∑
σ1,...,σd=±1 ,Pd

i=1 |ji|<4NL ,|j0|<Nb

j0+
Pd
i=1 σiji=σm−σ

′n

(
√

2)−d−2gσ
′,n
~σ,~,j0

u~σ~

gσ
′,n
~σ,~,j0

=
∑

k,h,l∈N :h+k+l=d+1

(i)h+l(−1)lg(k,h,l)
j0

(
k

1
λn

jk . . . jk+h−1σk . . . σk+h+l−1

λj1 . . . λjk+h−1

+ (7.14)

+hσ′
n

λn

jk+1 . . . jk+h−1σk+1 . . . σk+h+l−1

λj1 . . . λjk+h−1

+ (7.15)

+ lσ′
jk+1 . . . jk+hσk+1 . . . σk+h+l−1

λj1 . . . λjk+h

)
, (7.16)

the Töplitz approximation is

G̃ :=
∑

m,n,σ,σ′
|m|,|n|>(3/2)N

G̃σ,mσ′,n u
σ′

n ∂uσm , G̃σ,mσ′,n := −iσ
∑
d≥2

∑
σ1,...,σd=±1 ,Pd

i=1 |ji|<4NL ,|j0|<Nb

j0+
Pd
i=1 σiji=σm−σ

′n

(
√

2)−d−2g̃σ
′,n
~σ,~,j0

u~σ~

g̃σ
′,n
~σ,~,j0

=
∑

k,h,l∈N :h+k+l=d+1

(i)h+l(−1)lg(k,h,l)
j0

(
hσ′s(n)

jk+1 . . . jk+h−1σk+1 . . . σk+h+l−1

λj1 . . . λjk+h−1

+ lσ′
jk+1 . . . jk+hσk+1 . . . σk+h+l−1

λj1 . . . λjk+h

)

(the term in (7.14) is replaced by 0, in (7.15) the factor n/λn replaced by the sign s(n), and (7.16) is
left unchanged) and the corresponding Töplitz defect is

Ĝ :=
N

λn

∑
m,n,σ,σ′

|m|,|n|>(3/2)N

Ĝσ,mσ′,n u
σ′

n ∂uσm , Ĝσ,mσ′,n := −iσ
∑
d≥2

∑
σ1,...,σd=±1 ,Pd

i=1 |ji|<4NL ,|j0|<Nb

j0+
Pd
i=1 σiji=σm−σ

′n

(
√

2)−d−2ĝσ
′,n
~σ,~,j0

u~σ~

ĝσ
′,n
~σ,~,j0

=
∑

k,h,l∈N :h+k+l=d+1

ih+l(−1)lg(k,h,l)
j0

(
k
jk . . . jk+h−1σk . . . σk+h+l−1

λj1 . . . λjk+h−1

+

+ hσ′s(n)(|n| − λn)
jk+1 . . . jk+h−1σk+1 . . . σk+h+l−1

λj1 . . . λjk+h−1

)
.

Using that 0 ≤ λn − |n| ≤ c(m) =
√
m for all n ∈ Z and that λn ≥ |n| > (3/2)N we have that the

Taylor coefficients of G̃, Ĝ are uniformly bounded. Then, arguing as in the proof of (7.9), for R > 0
small enough, we deduce that

‖G̃‖R,a , ‖Ĝ‖R,a lR2 .

Note that g̃σ
′,n
~σ,~,j0

depends on n only through s(n). Since by (3.12) s(n) = σσ′s(m) we have that
G̃ ∈ TR,a(N, 3/2, 4) (recall Definition 3.3). By Definition 3.4 we get (7.10).
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Proposition 7.1. (Birkhoff normal form) For any I as in (1.32), and m > 0, there exists R0 > 0
and a real analytic change of variables

Γ : BR/2 ×BR/2 ⊂ `a,p × `a,p → BR ×BR ⊂ `a,p × `a,p , 0 < R < R0 ,

that takes the vector field N0 +G into(
DΓ−1[N0 +G]

)
◦ Γ = N0 +G1 +G2 +G3 (7.17)

where G1, G2, G3 satisfy (7.8),

σ4iG
(uσj )

1 :=


− j

2

λ3
j

u+
j u
−
j u

σ
j + 2

∑
i∈I

i2

λ2
iλj

u+
i u
−
i u

σ
j if j ∈ I ,

2
∑
i∈I

i2

λ2
iλj

u+
i u
−
i u

σ
j if j /∈ I ,

(7.18)

σ4iG
(uσj )

2 :=


0 if j ∈ I ,

−
∑

σ1j1+σ2j2+σ3j3=σj
j1,j2,j3 /∈I

j2j3
λj1λj2λj3

σ2σ3 u
σ1
j1
uσ2
j2
uσ3
j3

if j /∈ I , (7.19)

and ∀ a ≥ 0
‖G1‖R,a = ‖G1‖R,0 , ‖G2‖R,a = ‖G2‖R,0 lR2 . (7.20)

Moreover for N ′0 large enough we have

‖G1‖TR,a,N0,3/2,4
lR2 , ‖G2‖TR,a,N0,3/2,4

lR2 , ‖G3‖TR/2,a/2,N ′0,7/4,3 lR4 . (7.21)

Finally N0 +G1 +G2 +G3 ∈ Rrev (recall Definition 2.11 in absence of x, y-variables).

Remark 7.1. The estimate for G3 in (7.21) follows by assumption (1.7). If g = yy2
x + O4 then

‖G3‖TR/2,a/2,N ′0,7/4,3 lR3 which is not enough for a direct application of Theorem 4.1 (see subsection
7.2). The term of order four should be removed by a further step of Birkhoff normal form. For
simplicity, we did not pursue this point.

Proof. The estimates (7.20) and (7.21) for G1, G2 follows by (3.27) and the analogous estimates
(7.9) and (7.10) for G, since G1, G2 are projections (recall (2.19)) of G, satisfying (3.26).

In order to obtain the estimates for G3 we need the following result proved in [4] (Lemma 7.2 and
formula (7.21), see also [29]).

Lemma 7.3. There exists an absolute constant c∗ > 0, such that, for every m ∈ (0,∞) and ji ∈ Z,
σi = ±, i = 1, 2, 3, 4 satisfying σ1j1 + σ2j2 + σ3j3 + σ4j4 = 0 but not satisfying

j1 = j2 , j3 = j4 , σ1 = −σ2 , σ3 = −σ4 (or permutations of the indexes) , (7.22)

we have

|σ1λj1 + σ2λj2 + σ3λj3 + σ4λj4 | ≥
c∗m

(n2
0 + m)3/2

> 0 where n0 := min{〈j1〉, 〈j2〉, 〈j3〉, 〈j4〉} . (7.23)

Let us define
F :=

∑
j∈Z,σ=±

F (uσj )∂uσj with

F (uσj ) :=
∑

σ1j1+σ2j2+σ3j3=σj
σ1λj1

+σ2λj2
+σ3λj3

−σλj 6=0

(j1,j2,j3,j)/∈(Ic)4

−1
4

σ

σ1λj1 + σ2λj2 + σ3λj3 − σλj
j2j3

λj1λj2λj3
σ2σ3 u

σ1
j1
uσ2
j2
uσ3
j3
. (7.24)
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By Lemma 7.3 and arguing as in Lemma 7.2 we get that

∀ a ≥ 0 , R > 0 , ‖F‖R,a = ‖F‖R,0 lR2 . (7.25)

Moreover we claim that
‖F‖TR,a,N0,3/2,4

lR2 . (7.26)

For N ≥ N0, by (7.24) we have that ΠN,3/2,4F = F̃ +N−1F̂ , where (recall (3.10), (3.11) and (3.12)),
denoting for brevity d1 := σ1λj1 + σ2λj2 + σ′λn − σλm and d2 := σ1λj1 + σ2λj2 + σ′|n| − σ|m|

F̃ :=
∑

m,n,σ,σ′
|m|,|n|>(3/2)N

F̃σ,mσ′,n z
σ′

n ∂zσm , F̂ := N
∑

m,n,σ,σ′
|m|,|n|>(3/2)N

F̂σ,mσ′,n z
σ′

n ∂zσm ,

F̃σ,mσ′,n := −δσ,σ′s(m)
∑

σ1j1+σ2j2=σm−σ′n , d1 6=0,
|j1|+|j2|<4NL , j1 or j2∈I

1
2d2

σ2j2
λj1λj2

uσ1
j1
uσ2
j2
,

F̂σ,mσ′,n := − σ

4λn

∑
σ1j1+σ2j2=σm−σ′n , d1 6=0,
|j1|+|j2|<4NL , j1 or j2∈I

(
σ1j1 + 2σs(m)

(
|n| − δσ,σ′

d1

d2
λn

)) 1
d1

σ2j2
λj1λj2

uσ1
j1
uσ2
j2

(here δσ,σ′ = 1 if σ = σ′ and 0 otherwise).
Let us consider first the case σ = σ′. We have

|d1 − d2| =
∣∣λn − λm − |n|+ |m|∣∣l ( 1

|n|
+

1
|m|

)
l

1
|n|

,

noting that 1/2 ≤ |n|/|m| ≤ 2 by σ1j1 + σ2j2 = σm − σ′n and |j1| + |j2| < 4NL, for N ≥ N0 large
enough. Then, since by (7.23), 1l|d1|, for |n| ≥ (3/2)N and N0 large enough, 1l|d1|−|d2−d1| ≤ |d2|.
In particular |d2| ≥ const. > 0 and F̃ , F̂ are well defined. Moreover∣∣∣∣d1

d2
− 1
∣∣∣∣ =

∣∣∣∣ 1
d2

(d1 − d2)
∣∣∣∣l 1
|n|

and
∣∣λn − |n|∣∣l 1

|n|

and, therefore, ||n| − d1d
−1
2 λn

∣∣l 1.
In the case σ = −σ′, since |j1|+ |j2| < 4NL and λm ≥ |m| ≥ N , we get |d1| ≥ |n|.
Recollecting we have that, both in the case σ = σ′ and σ = −σ′, the Taylor coefficients of F̃ , F̂

are uniformly bounded and, arguing as in the proof of Lemma 7.2, we get

‖F̃‖R,a , ‖F̂‖R,a lR2 .

We note that F̃ ∈ TR,a(N, 3/2, 4); indeed σ = σ′ and by (3.12) s(m) = s(n), so that d2 := σ1λj1 +
σ2λj2 + s(m)(σ′n− σm). Then by Definition 3.4 we get (7.26).

With N0 defined in (7.6) we have[
N0, u

σ1
j1
uσ2
j2
uσ3
j3
∂uσj

]
= i(σ1λj1 + σ2λj2 + σ3λj3 − σλj)u

σ1
j1
uσ2
j2
uσ3
j3
∂uσj .

Then F in (7.24) solves the homological equation

[N0, F ] +G(=3) = adF (N0) +G(=3) = G1 +G2 (7.27)

since F (uσj ) = i(σ1λj1 + σ2λj2 + σ3λj3 − σλj)−1(G(=3))(uσj ).
Then we define Γ as the time-1 flow generated by the vector field F . Then(

DΓ−1[N0 +G]
)
◦ Γ = eadF (N0 +G) .
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By (7.27) we have that

G3 =
∑
j≥1

1
j!

adjFG
(=3) +

1
(j + 1)!

adjF (G1 +G2 −G(=3)) + eadFG(≥5)

and the estimate for G3 in (7.21) follows by Corollary 3.2 taking R < R0 small enough and N ′0 large
enough.

We claim that F ∈ Ra−rev. Indeed F is real-on-real (recall Definition 2.9) since F
(uσj )

|R = F
(u−σj )

|R by
(7.24) (R defined in (1.17)). F is anti-real-coefficients (recall Definition 2.8) since the Taylor coefficients
in (7.24) are real. F is anti-reversible (recall Definition 2.7) with respect to the involution S in (1.29)
since by (7.24) we have F (uσj ) ◦ S = F (u−σ−j ). Finally F is even (recall Definition 2.10) since, again by
(7.24) F

(uσj )

|E = F
(uσ−j)

|E (with E defined in (1.27)).
Then N0 +G1 +G2 +G3 = eadF (N0 +G) ∈ Rrev by Lemma 2.10.

7.1 Action-angle variables

Let us denote by
(u+, u−) = Φ(x, y, z, z̄; ξ) = Φ(x, y, z+, z−; ξ) (7.28)

the change of variable introduced in (1.33). For ρ > 0, let (recall (1.32))

Oρ :=
{
ξ ∈ Rn/2 :

ρ

2
≤ ξj ≤ ρ , j ∈ I+

}
. (7.29)

A vector field X = (X(u+), X(u−)) is transformed by the change of variable Φ in

Y := Φ?X =
(
DΦ−1[X]

)
◦ Φ , with

Y (xj) = − i
2

( 1
u+
j

X(u+
j ) − 1

u−j
X(u−j )

)
◦ Φ , Y (yj) =

(
u−j X

(u+
j ) + u+

j X
(u−j )

)
◦ Φ , j ∈ I ,

Y (zσj ) = X(uσj ) ◦ Φ , σ = ± , j ∈ Z \ I . (7.30)

Lemma 7.4. (Lemma 7.6 of [4]) Let us fix

a = a0/2 , p > 1/2 , and take 0 < 16r2 < ρ , ρ = C∗R
2 with C−1

∗ := 48nκ2pe2(s+aκ) . (7.31)

Then, for all ξ ∈ Oρ ∪ O2ρ, the map

Φ( · ; ξ) : D(s, 2r)→ BR/2 ×BR/2 ⊂ `a,p × `a,p (7.32)

is well defined and analytic (D(s, 2r) is defined in (2.6) and κ in (3.1)).

Given a vector field X : BR/2×BR/2 → `a,p× `a,p, the previous Lemma and (7.30) show that the
transformed vector field Y := Φ?X : D(s, 2r) → `a,p × `a,p. It results that, if X is quasi-Töplitz in
the variables (u, ū) then Y is quasi-Töplitz in the variables (x, y, z, z̄) (see Definition 3.4). We define

VdR,a :=
{
X ∈ VR,a : X(uσj ) =

∑
|α(2)+β(2)|≥d

X
(uσj )

α,β u
αūβ

}
. (7.33)

Proposition 7.2. (Quasi–Töplitz) Let N0, θ, µ, µ
′ satisfy (3.1) and

(µ′ − µ)NL
0 > N b

0 , N02−
Nb0
2κ +1 < 1 . (7.34)

If X ∈ QTR/2,a(N0, θ, µ
′) ∩ VdR/2,a with d = 0, 1, then Y := Φ?X ∈ QTs,r,a(N0, θ, µ) and

‖Y ‖Ts,r,a,N0,θ,µ,Oρ l (8r/R)d−2‖X‖TR/2,a,N0,θ,µ′
. (7.35)
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The proof of Proposition 7.2 follows closely the analogous Proposition 7.2 in [4] (replacing the
Hamiltonians with the vector fields) and we omit it.

We also give the following similar lemma (see also Lemma 7.11 in [4]).

Lemma 7.5. Let X ∈ VR/2,a, Y := Φ?X and Y0(x, y) := Y (x, y, 0, 0) − Y (y)(x, 0, 0, 0)∂y. Then,
assuming (7.31),

‖Y0‖s,2r,a,Oρ∪O2ρ l (R/r)‖X‖R/2,a . (7.36)

7.2 Conclusion of Proof of Theorem 1.1

Recalling (7.30) the vector field N0 +G1 +G2 +G3 in (7.17) is transformed by the change of variable
(1.33) into

Φ?(N0 +G1 +G2 +G3) = N + P = N + P1 + P2 + P3 , (7.37)

where the normal form N is as in (4.1) with frequencies

ωj(ξ) := λj +
1
4
j2

λ3
j

ξ|j|−
1
2

∑
i∈I

i2

λ2
iλj

ξ|i| for j ∈ I , Ωj(ξ) := λj−
1
2

∑
i∈I

i2

λ2
iλj

ξ|i| for j 6∈ I (7.38)

(λj =
√
j2 + m defined in (1.24)) and the three terms of the perturbation are:

P(xj)
1 :=

1
4
j2

λ3
j

yj −
1
2

∑
i∈I

i2

λ2
iλj

yj , P(yj)
1 = 0 , for j ∈ I

P(zσj )

1 := −σi
2

∑
i∈I

i2

λ2
iλj

yjz
σ
j , σ = ± , j 6∈ I ;

P2 := Φ?G2 (note that P(x)
2 = P(y)

2 = 0 , P(z±j )

2 = G
(u±j )

2 , j /∈ I) ;
P3 := Φ?G3 . (7.39)

As in (4.6) we decompose the perturbation

P = Py(x; ξ)∂y + P∗ , Py(x; ξ)∂y := Π(−1)P(y)∂y = Π(−1)P(y)
3 ∂y = P(y)

3 (x, 0, 0, 0; ξ)∂y . (7.40)

Lemma 7.6. Let s, r > 0 as in (7.31) and N large enough (w.r.t. m, I, L, b). Then

‖Py∂y‖λs,r,a/2,O l (1 + λ/ρ)R6r−2 , ‖P∗‖T~p l (1 + λ/ρ)(r2 +R5r−1) , (7.41)

where
O = O(ρ) :=

{
ξ ∈ Rn :

2
3
ρ ≤ ξl ≤

3
4
ρ , l = 1, . . . , n

}
⊂ Oρ (7.42)

(where Oρ was defined in (7.29))and ~p := (s, r, a/2, N, 2, 2, λ,O).

Proof. By the definition (7.40) we have

‖Py∂y‖s,r,a/2,Oρ = ‖Π(−1)P(y)
3 ∂y‖s,r,a/2,Oρ

Lemma 2.4
≤ ‖P(y)

3 ∂y‖s,r,a/2,Oρ
(7.35),(7.39)

l
( r
R

)−2

‖G3‖TR/2,a/2,N,7/4,3
(7.21)

l
R6

r2
(7.43)

(applying (7.35) with d  0, N0  N , θ  7/4, µ  2, µ′  3) and taking N large enough so that
(7.34) holds and N ≥ N ′0 defined in Proposition 7.1.

By (7.37), (7.39) and (7.40) we write

P∗ = P1 + P2 + P4 + P5 where (7.44)
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P4 := P3(x, y, z, z̄; ξ)− P3(x, y, 0, 0; ξ) , P5 := P3(x, y, 0, 0; ξ)− P(y)
3 (x, 0, 0, 0; ξ)∂y .

We claim that
‖P1‖Ts,r,a/2,N,2,2,Oρ , ‖P2‖Ts,r,a/2,N,2,2,Oρ l r2 . (7.45)

Indeed the estimate on P1 follows since P1 is Töplitz and ‖P1‖s,r,a/2,Oρ l r2 by (7.39). On the other
hand the estimate on P2 follows by (7.39) and (7.21) with N ≥ N0 large enough to fulfill (3.1).

By (7.39) and (7.35) (with d 1, N0  N , µ 2, µ′  3), for N large enough, we get

‖P4‖Ts,r,a/2,N,2,2,Oρ l
( r
R

)−1

‖G3‖TR/2,a/2,N ′0,7/4,3
(7.21)

l
( r
R

)−1

R4 =
R5

r
. (7.46)

Since P5 does not depend on the variables z± we get

‖P5‖Ts,r,a/2,N,2,2,Oρ = ‖P5‖s,r,a/2,Oρ
(7.36)

l
( r
R

)−1

‖G3‖R/2,a/2
(7.21)

l
( r
R

)−1

R4 =
R5

r
. (7.47)

In conclusion, by (7.44), (7.45), (7.46), (7.47) we get

‖P∗‖Ts,r,a/2,N,2,2,Oρ l r2 +R5r−1 .

In order to prove the estimates (7.41) we have to prove Lipschitz estimates (see (2.33), (3.81)). We
first note that the vector fields Py∂y and P∗ are analytic in the parameters ξ ∈ Oρ. Then we apply
Cauchy estimates in the subdomain O = O(ρ) ⊂ Oρ (see (7.42)), noting that ρl dist(O, ∂Oρ). Then

‖P∗‖lips,r,a/2,O l ρ−1‖P∗‖s,r,a/2,Oρ and ‖Py∂y‖lips,r,a/2,O l ρ−1‖Py∂y‖s,r,a/2,Oρ .

and (7.41) are proved.

We now verify that the assumptions of Theorems 4.1-4.2 are fulfilled by N + P in (7.37) with
parameters ξ ∈ O(ρ) defined in (7.42). Note that the sets O = [ρ/2, ρ]n defined in Theorem 4.2 and
O(ρ) defined in (7.42) are diffeomorphic through ξi 7→ (7ρ+ 2ξi)/12. Next ~ω and Ωj , defined in (7.38)
satisfy (4.18) with

A := (Aji)i,j∈I+ , Aji =
1
4

(δij − 2)
i2

λ2
iλj

, ~a :=
(
− i2

2λ2
i

)
i∈I+

.

Then hypotheses (A1)-(A2) follow. Moreover (A3)-(A4) and the quantitative bound (4.7) follow by
(7.41), choosing

s = 1, r = R1+ 3
4 , ρ = C∗R

2 as in (7.31), N as in Lemma 7.6, θ = 2, µ = 2, γ = R3+ 1
5 (7.48)

and taking R small enough. Hence Theorem 4.1 applies.
Let us verify that also the assumptions of Theorem 4.2 are fulfilled.
Denoting by 1n/2 the (n/2)× (n/2) matrix with all entries equal to 1, we have

A =
1
4
D1(Idn/2 − 21n/2)D2 where D1 := diagj∈I+λ−1

j , D2 := diagi∈I+i2λ−2
i .

Since 12
n/2 = (n/2)1n/2 the matrix A is invertible with

A−1 = 4D−1
2

(
Idn/2 −

2
n− 1

1n/2

)
D−1

1 and (AT )−1~a =
2

n− 1
ω̄

where ω̄j := λj :=
√
j2 + m, j ∈ I+. Therefore, for every choices of I+ the conditions in (4.19) are

fulfilled, excluding at most finitely many values of m (recall (4.22)).
We deduce that the Cantor set of parameters O∞ ⊂ O in (4.11) has asymptotically full density

because
|O \ O∞|
|O|

(4.21)
l ρ−1γ2/3

(7.48)
l R−2R

2
3 (3+ 1

5 ) = R
2
15 → 0 .

The proof of Theorem 1.1 is now completed.
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