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Abstract

We consider a nonlocal (or fractional) curvature and we investigate similarities and differences with

respect to the classical case. In particular, we show that the nonlocal mean curvature may be seen as an

average of suitable nonlocal directional curvatures and there is a natural asymptotic convergence to the

classical case.

Nevertheless, differently from the classical cases, minimal and maximal nonlocal directional curvatures

are not in general attained at perpendicular directions and in fact one can arbitrarily prescribe the set of

extremal directions for nonlocal directional curvatures.

Also the classical directional curvatures naturally enjoy some linear properties that are lost in the

nonlocal framework. In this sense, nonlocal directional curvatures are somewhat intrinsically nonlinear.

1 Introduction

This note is aimed at the study of a nonlocal notion of curvature of a surface. This interest is motivated by the

fractional Laplacian context in which several “classical” problems have been recently rephrased by attracting the

attention of a large numbers of researchers. In particular, in the differential geometry and geometric analysis

framework, several new results have been recently obtained for the diffusion by mean curvature and the closely

related problem of minimal surfaces in a nonlocal setting (see, e.g., [Imb09, CRS10, CS10, CV11, AdPM11,

CG, SV, DFPV, BFV, FMM, CV] and [Val] for a recent review).

As we shall see, the concept of nonlocal mean curvature may be naturally associated to a suitable average

of appropriate nonlocal directional curvatures, which asymptotically approach their classical counterpart. On

the other hand, the nonlocal curvatures seem to have a more messy and fanciful behavior than the classical

ones. In particular, differently from the classical cases, minimal and maximal nonlocal directional curvatures

are not in general attained at orthogonal directions and the set of extremal directions for nonlocal directional
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curvatures may be prescribed somehow arbitrarily (the precise statements of these results are contained in

Paragraph 2.3).

The paper is organized as follows: after a brief setting of the notation in Paragraph 1.1, the introductory

Paragraph 1.2 recalls some basic definitions and facts on classical curvatures of smooth surfaces (of course, this

part may be easily skipped by the expert reader but we included it in order to make a clear comparison between

the classical setting and the nonlocal one); in Section 2 we introduce our definition of nonlocal directional

curvature and give some ideas of the context in which it arises; finally, we state some theorems which compare

similarities and differences between the local and the nonlocal setting. The remaining sections are devoted to

proofs and explicit computations.

Though the motivation of this paper arises in the framework of nonlocal minimal surfaces and integro-

differential operators of fractional type, which are subjects that involve a very advanced technology, this paper

is completely self-contained and no prior knowledge on the topic is required to follow the proofs. Also, we put

an effort in keeping all the arguments as elementary as possible and accessible to a wide audience.

1.1 Notation

In the following we will always use:

• n to denote the dimension of the Euclidean space Rn, with n > 3, whose points are sometimes written

in the form x = (x′, xn) ∈ Rn−1 × R,

• CE to denote the complementary set of E ⊆ Rn, i.e. CE := Rn \ E,

• Hn−2 to denote the (n− 2)-dimensional Hausdorff measure,

• Sn−2 to denote the (n− 2)-dimensional unit sphere in Rn−1, namely

Sn−2 := {e ∈ Rn−1 : |e| = 1};

with a slight abuse of notation, we will also identify Sn−2 and the set

{(x′, xn) ∈ Rn−1 × R : |x′| = 1, xn = 0} ⊆ Rn

(notice that the latter set is simply an (n−2)-dimensional sphere lying in an (n−1)-dimensional subspace

of Rn and this justifies our notation),

• ωn−2 to denote the (n − 2)-dimensional Hausdorff measure of the (n − 2)-dimensional sphere, that is

ωn−2 := Hn−2(Sn−2),

• χE , where E ⊆ Rn, for the characteristic function of E, i.e.

χE(x) :=

{
1 if x ∈ E,

0 if x ∈ CE,



A notion of nonlocal curvature 3

• χ̃E for the difference χE − χCE , namely

χ̃E(x) :=

{
1 if x ∈ E,

−1 if x ∈ CE,

• 〈Ax, x〉, when A is an n × n real symmetric matrix and x ∈ Rn, to denote the quadratic form on Rn

represented by A and evaluated at x, i.e. if A = {Aij}i,j=1,...,n,

〈Ax, x〉 :=
n∑

i,j=1

Aijxixj ,

• −
∫

Ω

, when Ω ⊆ Rn has finite measure, for the integral operator
1

|Ω|

∫

Ω

.

Also, we will sometimes write multiple integrals by putting in evidence the integration variables according to

the expression

∫

X

dx

∫

Y

dy

∫

Z

dz f(x, y, z) in place of

∫

X

[∫

Y

[∫

Z

f(x, y, z) dz

]
dy

]
dx.

Moreover, we will reserve the name s for a fractional parameter that, in our scaling, is taken in (0, 1/2).

1.2 Summary on classical curvatures

In order to make a clear comparison between some classical facts and the nonlocal framework, we recall here

a few basic results. Namely, some well-known facts on the classical concept of curvature show a nice and

deep interplay between geometry, analysis and algebra that may risk to be not evident from the beginning. In

particular, the mean curvature, which is a geometrical object, may be described in normal coordinates by the

Laplacian, which comes from analysis, and also may be seen as the trace of a linear map, and here an algebraic

notion shows up. The interplay between these disciplines has some striking consequences: let us recall two of

them.

First of all, we recall that, given a C2 surface S, a point p ∈ S and a vector e in the tangent space of S

at p, one may define the classical notion of directional curvature of S at p in direction e by the curvature at p

of the curve C lying in the intersection between S and the two-dimensional plane spanned by e and the normal

vector of S at p (see Figure 1). We denote by Ke the directional curvature in direction e.

It is well-known that this directional curvature may be easily computed in normal coordinates. Namely,

suppose we are given a set E ⊆ Rn such that 0 ∈ ∂E, and suppose that S = ∂E is described as a graph in

normal coordinates, meaning that, in an open ball Br ⊆ Rn, ∂E coincides with the graph of a C2 function

ϕ : Br ∩ Rn−1 → R with ϕ(0) = 0 and ∇ϕ(0) = 0. Then the directional curvature in direction e is given by

Ke = 〈D2ϕ(0) e, e〉 = D2
eϕ(0), e ∈ Rn−1, |e| = 1

where D2ϕ(0) is the Hessian matrix of ϕ evaluated at 0.
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p

S

e

C

Figure 1: The notion of classical directional curvature of the surface S at the point p

Since D2ϕ(0) is a real symmetric matrix, it will admit n−1 real eigenvalues λ1 6 . . . 6 λn−1 called principal

curvatures. Moreover, associated to this eigenvalues, there is an orthonormal basis of eigenvectors v1, . . . , vn−1

called principal directions.

The arithmetic mean of the principal curvatures is called mean curvature and we denote it by H, namely

H :=
λ1 + · · ·+ λn−1

n− 1
.

The above mentioned algebraic formulation implies that the principal directions v1, . . . , vn−1 can be always

chosen orthogonally, which is a somehow surprising geometric outcome that allows to easily compute any

directional curvature once the principal curvatures are known:

Theorem 1. In the above hypotheses, every directional curvature can be calculated using principal curvatures;

given a vector e = α1v1 + . . .+ αn−1vn−1, with α2
1 + . . .+ α2

n−1 = 1, then

Ke = 〈D2ϕ(0) e, e〉 = λ1α
2
1 + . . .+ λn−1α

2
n−1.

Remark 2. We point out that Theorem 1 implies also that all directional curvatures are bounded below by λ1

and above by λn−1 and that λ1 and λn−1 are attained along orthogonal directions. In particular, when n = 3,

the two principal curvatures are the minimum and the maximum of the directional curvature Ke for e ∈ S1.
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Remark 3. In a sense, Theorem 1 shows a sort of linear phenomenon that drives the classical directional

curvatures. As we will see in the forthcoming Remark 9, this linear feature is lost by the nonlocal directional

curvatures, that are somewhat intrinsically nonlinear in nature.

Furthermore, the spherical average of directional curvatures may be reconstructed by the arithmetic mean

of the principal curvatures, that is the normalized integral of Ke over e ∈ Sn−2 coincides with the normalized

trace of the Hessian matrix, thus reducing the (difficult, in general) computation of an integral on the sphere

to a (simple, in general) sum of finitely many terms (that are the eigenvalues of the Hessian matrix) and this

clearly provides an important computational simplification:

Theorem 4. In the above hypotheses, there are two different but equivalent ways to compute the mean curva-

ture, since

−
∫

Sn−2

Ke dHn−2(e) = −
∫

Sn−2

〈D2ϕ(0) e, e〉 dHn−2(e) =
λ1 + . . .+ λn−1

n− 1
= H.

Proof. By symmetry ∫

Sn−2

α2
i dHn−2(α) =

∫

Sn−2

α2
1 dHn−2(α) (1)

for any i ∈ {1, . . . , n− 1}. By summing up in (1) we obtain

ωn−2 =

∫

Sn−2

1 dHn−2(α) =

∫

Sn−2

n−1∑

i=1

α2
i dHn−2(α) = (n− 1)

∫

Sn−2

α2
1 dHn−2(α).

Using again (1) we deduce from the identity above that

ωn−2 = (n− 1)

∫

Sn−2

α2
i dHn−2(α)

for any i ∈ {1, . . . , n− 1}. As a consequence

1

ωn−2

∫

Sn−2

〈D2ϕ(0) e, e〉 dHn−2(e) =
1

ωn−2

∫

Sn−2

(
λ1α

2
1 + . . .+ λn−1α

2
n−1

)
dHn−2(α)

=
1

ωn−2

n−1∑

i=1

λi

∫

Sn−2

α2
i dHn−2(α)

=
λ1 + . . .+ λn−1

ωn−2
· ωn−2

n− 1

as desired.

Associated with these concepts, there is also a theory of motion by mean curvature. Let us think of a

bounded set Ω ⊆ Rn whose shape changes in time according to local features of its boundary, i.e. each point x0

of the boundary moves along the normal direction to ∂Ω at x0 and with a speed given by the mean curvature



A notion of nonlocal curvature 6

of ∂Ω at x0. In [MBO92], with the aid of [Ish95] and [Eva93], it is possible to find the following approximation

of this motion. Let evolve the function χ̃Ω according to the heat equation

{
∂tu(x, t) = ∆u(x, t)

u(x, 0) = χ̃Ω(x)
(2)

Then the set Ωε = {u(x, ε) > 0}, for small ε > 0, has a boundary close to the evolution of ∂Ω by mean

curvature. Before passing to the nonlocal case, we would like to bring to the reader’s attention two facts:

1. we underline how the evolution of a point x0 ∈ ∂Ω depends only on the shape of Ω in a neighborhood of x0,

2. we recall that if a set E has minimal perimeter in a region U , then it has zero mean curvature at each

point of ∂E ∩ U , see [Giu84], and we can say that this is the Euler-Lagrange equation associated to

the minimization of the perimeter of a set; therefore a set with minimal perimeter will be a stationary

solution to the motion by mean curvature.

2 Nonlocal directional curvatures

From now on we take s ∈ (0, 1/2) and think of a set E ⊆ Rn, with C2 boundary ∂E.

2.1 Nonlocal definitions

We introduce here the nonlocal objects that will play the role of directional and mean curvatures (for details,

heuristics and justifications of our definitions see Paragraph 2.2).

Definition 5. The nonlocal mean curvature of ∂E at the point p ∈ ∂E is

Hs :=
1

ωn−2

∫

Rn

χ̃E(x)

|x− p|n+2s
dx. (3)

Denote now by ν be a normal unit vector for ∂E at p. Let also e be any unit vector in the tangent space

of ∂E at p and1 let π(e) the two-dimensional open half-plane

π(e) := {y ∈ Rn : y = ρe+ hν, ρ > 0, h ∈ R}.

We endow π(e) with the induced two-dimensional Lebesgue measure, that is we define the integration over

π(e) by the formula ∫

π(e)

g(y) dy :=

∫ +∞

0

dρ

∫

R

dh g(ρe+ hν). (4)

1Notice that π(e) is simply the portion of the two-dimensional plane spanned by e and ν given by the vectors with positive

scalar product with respect to e. We point out that a change of the orientation of ν does not change π(e) which is therefore

uniquely defined. Needless to say, such two-dimensional plane plays an important role even in the classical setting, see Figure 1.
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Definition 6. We define the nonlocal directional curvature of ∂E at the point p ∈ ∂E in direction e the

quantity

Ks,e :=

∫

π(e)

|y′ − p′|n−2 χ̃E(y)

|y − p|n+2s
dy. (5)

Without loss of generality, we may and do consider now a normal frame of coordinates in which p coincides

with the origin 0 of Rn, and the tangent space of S at 0 is the horizontal hyperplane {xn = 0}. In this way we

may take also

ν = (0, . . . , 0, 1). (6)

With this choice, (3) and (5) become

Hs =
1

ωn−2

∫

Rn

χ̃E(x)

|x|n+2s
dx (7)

and

Ks,e =

∫

π(e)

|y′|n−2 χ̃E(y)

|y|n+2s
dy. (8)

As a matter of fact, since the function χ̃E(x)/|x|n+2s is not in the space L1(Rn), the integral in (7) has to be

taken in the principal value sense, that is

lim
εց0

∫

CBε

χ̃E(x)

|x|n+2s
dx. (9)

Similarly, the integral in (8) may be taken in the principal value sense as

lim
εց0

∫

π(e)\Bε

|y′|n−2χ̃E(y)

|y|n+2s
dy. (10)

Next observation points out that these definitions are well-posed, thanks to the smoothness of ∂E:

Lemma 7. The limits in (9) and (10) exist and are finite.

We postpone the proof of Lemma 7 to Section 8. Though the definition of the nonlocal direction curvature

may look rather mysterious at a first glance, it finds a concrete justification thanks to the following result:

Theorem 8. In the above setting

Hs = −
∫

Sn−2

Ks,e dHn−2(e).

Namely, Theorem 8 states that the nonlocal mean curvature is the average of the nonlocal directional

curvatures, thus providing a nonlocal counterpart of Theorem 4. See Section 3 for the proof of Theorem 8.

In the particular case in which the set E is characterized as the subgraph of a function f ∈ C2(Rn−1) (that,

due to our normalization setting, satisfies f(0) = 0 and ∇f(0) = 0), namely if E = {xn < f(x′)}, then formula

(8) may be written directly in terms of f , according to the expression

Ks,e = 2

∫ +∞

0

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

. (11)

The proof of (11) is deferred to Section 4.
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Remark 9. We point out that if f is a radial function, i.e. f(ρe) = φ(ρ) for some φ : [0,+∞) → R, equation

(11) becomes

Ks,e = 2

∫ +∞

0

dρ
1

ρ2+2s

∫ φ(ρ)

0

dh

(1 + ρ−2h2)
s+n/2

= 2

∫ +∞

0

dρ
1

ρ1+2s

∫ φ(ρ)
ρ

0

dτ

(1 + τ2)
s+n/2

=

∫ +∞

0

1

ρ1+2s
· F
(
φ(ρ)

ρ

)
dρ,

where

F (t) :=

∫ t

0

(
1 + τ2

)−s−n/2
dτ.

We observe that the function F is nonlinear, thus the nonlocal directional curvature depends on the graph of

the set in a nonlinear fashion. Comparing with Theorem 1, we notice that this phenomenon is in sharp contrast

with the classical case.

Remark 10. In our setting Ks,−e is, in general, not equal to Ks,e, differently from the classical case in

which K−e = Ke. For a notion of fractional directional curvature that is even on Sn−2 one may con-

sider K̃s,e := (Ks,e +Ks,−e)/2. Of course the results presented in this paper hold for K̃s,e too (with obvious

minor modifications).

2.2 The context in which nonlocal curvatures naturally come forth

We now give some further motivation for the study of curvatures of nonlocal type. A few years ago the notion of

s-minimal set has been introduced, see [CRS10]. Roughly speaking, one can think of the problem of minimizing

functionals which have a strong nonlocal flavor, meaning that these functionals take into account power-like

interactions between distant objects. In particular, one is interested in the functional

J (A,B) =
1

ωn−1

∫

A

∫

B

dx dy

|x− y|n+2s

for every measurable sets A,B ⊆ Rn, and in the minimization of the functional

Pers(E,U) := J (E ∩ U,U \ E) + J (E ∩ U, CE ∩ CU) + J (E \ U,U \ E),

called the s-perimeter of E in U , where E,U ⊆ Rn are measurable sets and U is bounded.

A set E⋆ ⊆ Rn that minimizes Pers(E,U) among all the measurable sets E ⊆ Rn such that E \U = E⋆ \U
is called s-minimal. In this framework, U can be viewed as an ambient space, meaning the space in which one

is free to modify the set E, while the shape of E is fixed outside U and E \ U plays the role of a boundary

datum.

As the reader may have noticed, the notation Pers(E,U) and the name “s-perimeter” strongly remind the

notation Per(E,U) for the perimeter of a set E in U , see [Giu84] (and indeed s-minimal sets are the natural
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nonlocal generalizations of sets with minimal perimeter). For instance, it is proved in [CV11, AdPM11] that,

as s ր 1
2 , the s-perimeter reduces to the classical perimeter, namely

lim
sր 1

2

(1− 2s)Pers(E,Br) = Per(E,Br) for a.e. r > 0. (12)

While, in the classical setting, sets with minimal perimeter satisfy the zero mean curvature equation, it is

proved in [CRS10] that if E⋆ is an s-minimal set and p ∈ ∂E, then

∫

Rn

χ̃E⋆
(x)

|x− p|n+2s
dx = 0. (13)

Of course this equation makes sense if ∂E⋆ is smooth enough near p, so in general [CRS10] has to deal with

(13) in a suitable weak (and in fact viscosity) sense. In this setting, one can say that (13) is the Euler-Lagrange

equation of the functional Pers and so, by analogy with the classical case, it is natural to consider the left hand

side of (13) as a nonlocal mean curvature.

This justifies Definition 5. Furthermore, in [Imb09, CS10] a nonlocal approximation scheme of motion by

mean curvature has been developed. This scheme differs from the classical one recalled in Paragraph 1.2 since

it substitutes the standard heat equation in (2) with its nonlocal counterpart

{
∂tu(x, t) = −(−∆)su(x, t)

u(x, 0) = χ̃Ω(x).

Here (−∆)s is the fractional Laplacian operator, see e.g. [DNPV12] for a gentle introduction to this kind of

operators. With this modification it has been proved that the counterpart of the normal velocity at a point

x0 ∈ ∂Ω is given by the quantity ∫

Rn

χ̃Ω(x)

|x− x0|n+2s
dx. (14)

2.3 Some comparisons between classical and nonlocal directional curvatures

Now we turn to the study of the objects that we have introduced in the last paragraph, by stating some

properties. Our goal is threefold: first we study the directions in which maximal curvatures are attained, then

we are interested in asymptotics for s ր 1
2 , finally we present an example dealing with the relation between

the nonlocal mean curvature and the average of extremal nonlocal directional curvatures.

First of all, we establish that the counterparts of Theorem 1 and Remark 2 do not hold in the nonlocal

framework. Indeed, the direction that maximizes the nonlocal directional curvature is not, in general, orthog-

onal to the one that minimizes it. Even more, one can prescribe arbitrarily the set of directions that maximize

and minimize the nonlocal directional curvature, according to the following result:

Theorem 11 (Directions of extremal nonlocal curvatures). For any two disjoint, nonvoid, closed subsets

Σ−,Σ+ ⊆ Sn−2,
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there exists a set E ⊆ Rn such that ∂E is C2, 0 ∈ ∂E and

Ks,e− < Ks,e < Ks,e+ , for any e− ∈ Σ−, e ∈ Sn−2 \ (Σ+ ∪ Σ−), e+ ∈ Σ+,

i.e. the minimum and maximum of the nonlocal directional curvatures are attained at any point of Σ− and Σ+

respectively.

We remark that, in the statement above, it is not necessary to assume any smoothness on the boundary of

the sets Σ− and Σ+ in Sn−2

Next result points out that the definition of nonlocal directional curvature is consistent with the classical

concept of directional curvature and reduces to it in the limit:

Theorem 12 (Asymptotics to 1
2 ). For any e ∈ Sn−2

lim
sր 1

2

(1− 2s)Ks,e = Ke (15)

and

lim
sր 1

2

(1− 2s)Hs = H,

where Ke (resp., H) is the directional curvature of E in direction e (resp., the mean curvature of E) at 0.

Notice that Theorem 12 may be seen as an extension of the asymptotics in (12) for the directional and

mean curvatures.

A further remark is that, differently from the local case, in the nonlocal one it is not possible to calculate

the mean curvature simply by taking the arithmetic mean of the principal curvatures (this in dimension n = 3

reduces to the half of the sum between the maximal and the minimal directional curvatures). This phenomenon

is a consequence of Theorem 12 and it may also be detected by an explicit example:

Example 13. Let E = {(x, y, z) ∈ R3 : z 6 8x2y2}. Let Hs be the nonlocal mean curvature at 0 ∈ ∂E. Let

also Ks,e be the nonlocal principal curvature at 0 in direction e,

λ− := min
e∈S1

Ks,e and λ+ := max
e∈S1

Ks,e.

Then λ− is attained at (0, 1), λ+ is attained at (
√
2/2,

√
2/2), and Hs 6= (λ− + λ+)/2.

Of course, Example 13 is in sharp contrast with the classical case, recall Remark 2. For the proof of the

claims related to Example 13 see Section 7.

3 Proof of Theorem 8

Given a function G, we apply (4) to the function g(y) := |y′|n−2G(y). For this, we recall the normal coordinates

convention in (6) and, with a slight abuse of notation we identify the vector e = (e1, . . . , en−1, 0) ∈ Rn

with (e1, . . . , en−1) ∈ Rn−1, so that we write

π(e) ∋ y = ρe+ hν = (ρe, h). (16)
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Then (4) reads ∫

π(e)

dy |y′|n−2G(y) =

∫ +∞

0

dρ

∫

R

dh ρn−2G(ρe, h).

We integrate this identity over e ∈ Sn−2: by recognizing the polar coordinates in Rn−1 we obtain

∫

Sn−2

dHn−2(e)

∫

π(e)

dy |y′|n−2G(y) =

∫

R

dh

∫

Sn−2

dHn−2(e)

∫ +∞

0

dρ ρn−2G(ρe, h)

=

∫

R

dh

∫

Rn−1

dx′ G(x′, h) =

∫

Rn

dx G(x).

We apply this formula to G(y) := χ̃E(y)/|y|n+2s and we recall (7) and (8), so to conclude that

∫

Sn−2

dHn−2(e) Ks,e =

∫

Sn−2

dHn−2(e)

∫

π(e)

dy
|y′|n−2χ̃E(y)

|y|n+2s
=

∫

Rn

dx
χ̃E(x)

|x|n+2s
= ωn−2 Hs,

establishing Theorem 8.

4 Proof of (11)

We exploit again the notation in (16) and (4) applied to g(y) := |y′|n−2χ̃E(y)/|y|n+2s, to see that

∫

π(e)

dy
|y′|n−2χ̃E(y)

|y|n+2s
=

∫ +∞

0

dρ

∫

R

dh
ρn−2χ̃E(ρe, h)

(ρ2 + h2)s+n/2
. (17)

Now we observe that χ̃E(ρe, h) = 1 if h < −|f(ρe)| and χ̃E(ρe, h) = −1 if h > |f(ρe)|, being E the subgraph

of f . Therefore, for any fixed e ∈ Sn−2 the map

h 7−→ ρn−2χ̃E(ρe, h)

(ρ2 + h2)s+n/2

is odd for h ∈ R \ [−|f(ρe)|, |f(ρe)|] and therefore

∫

R\[−|f(ρe)|,|f(ρe)|]

dh
ρn−2χ̃E(ρe, h)

(ρ2 + h2)s+n/2
= 0. (18)

The subgraph property also gives that

∫ |f(ρe)|

−|f(ρe)|

dh
ρn−2χ̃E(ρe, h)

(ρ2 + h2)s+n/2
=





2

∫ |f(ρe)|

0

dh
ρn−2

(ρ2 + h2)s+n/2
if f(ρe) > 0,

−2

∫ 0

−|f(ρe)|

dh
ρn−2

(ρ2 + h2)s+n/2
if f(ρe) 6 0

= 2

∫ f(ρe)

0

dh
ρn−2

(ρ2 + h2)s+n/2
.
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This, (17) and (18) give that

∫

π(e)

dy
|y′|n−2χ̃E(y)

|y|n+2s
= 2

∫ +∞

0

dρ

∫ f(ρe)

0

dh
ρn−2

(ρ2 + h2)s+n/2
,

and so (11) follows now from (8).

5 Proof of Theorem 11

In Rn define the set E = {x = (x′, xn) ∈ Rn−1 × R : xn 6 f(x′)}. We will construct f in such a way to make

it a regular function, say at least C2. For this, we fix two closed and disjoint sets Σ− and Σ+ in Sn−2, and we

take a ∈ C∞(Sn−2, [0, 1]) in such a way that

a(e) = 0 for any e ∈ Σ−,

a(e) ∈ (0, 1) for any e ∈ Sn−2 \ (Σ− ∪ Σ+),

a(e) = 1 for any e ∈ Σ+.

(19)

The existence of such a is warranted by a strong version of the smooth Urysohn Lemma (notice that a ∈
C∞(Sn−2) in spite of the fact that no regularity assumption has been taken on Σ− and Σ+ and that a

takes values 0 and 1 only in Σ− ∪ Σ+). We provide the details of the construction of a for the facility of

the reader. For this we observe that Σ− is a closed set in Rn−1. So, by Theorem 1.1.4 in [KP99], there

exists f− ∈ C∞(Rn−1) such that f−(p) = 0 for any p ∈ Σ− and f−(p) 6= 0 for any p ∈ Rn−1 \ Σ−. Then the

function g−(p) :=
(
f−(p)

)2
satisfies that g−(p) = 0 for any p ∈ Σ− and g−(p) > 0 for any p ∈ Rn−1 \ Σ−.

Similarly, there exists g+ ∈ C∞(Rn−1) such that g+(p) = 0 for any p ∈ Σ+ and g+(p) > 0 for any p ∈ Rn−1\Σ+.

Then the function

Rn−1 ∋ p 7−→ a(p) :=
g−(p)

g+(p) + g−(p)

satisfies (19) as desired.

Now we take an even function φ ∈ C∞
0 (R, [0, 1]) with φ(ρ) > 0 if ρ ∈ (1, 2),

lim
ρ→0+

φ′′(ρ) = lim
ρ→0+

φ′(ρ) = lim
ρ→0+

φ(ρ) = 0.

Then we define f using the polar coordinates of Rn−1, namely we set

f(x′) := a(e)φ(ρ), where ρ = |x′| and e =
x′

|x′| .

By construction f is C2 in the whole of Rn−1 (in particular, in a neighborhood of 0). Also

0 = a(e−)φ(ρ) 6 φ(ρ)a(e) 6 φ(ρ)a(e+) for all ρ > 0, e ∈ Sn−2 (20)
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whenever we choose e− ∈ Σ−, e+ ∈ Σ+ and e ∈ Sn−2 \ (Σ− ∪ Σ+), and strict inequalities occur whenever

ρ ∈ (1, 2). Therefore, by (11) and (20),

Ks,e− = 0 = 2

∫ +∞

0

dρ ρn−2

∫ φ(ρ)a(e−)

0

dh

(ρ2 + h2)
s+n/2

6 2

∫ +∞

0

dρ ρn−2

∫ φ(ρ)a(e)

0

dh

(ρ2 + h2)
s+n/2

= Ks,e

and

Ks,e = 2

∫ +∞

0

dρ ρn−2

∫ φ(ρ)a(e)

0

dh

(ρ2 + h2)
s+n/2

6 2

∫ +∞

0

dρ ρn−2

∫ φ(ρ)a(e+)

0

dh

(ρ2 + h2)
s+n/2

= Ks,e+ ,

hence Ks,e attains its minimum at any point of Σ− and its maximum at any point of Σ+ (and only there).

6 Proof of Theorem 12

For simplicity, we consider here the case in which E is a subgraph, namely that there exists f ∈ C2(Rn−1),

such that f(0) = 0, ∇f(0) = 0 and E = {(x′, xn) ∈ Rn−1 × R : xn 6 f(x′)} ⊆ Rn. Such assumption can

be easily dropped a posteriori just working in local coordinates and observing that the contribution to Ks,e

coming from far is bounded uniformly2 when s ր 1/2 and so it does not contribute to the limit in (15).

So, to prove Theorem 12, we take equation (11) and split the integral in η > 0

Ks,e = 2

∫ η

0

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

+ 2

∫ +∞

η

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

. (21)

Let us start from the second addendum:


∫ +∞

η

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

 6

∫ +∞

η

dρ

∫ +∞

0

dh
ρn−2

(ρ2 + h2)
s+n/2

6

∫ +∞

η

dρ

∫ +∞

0

dh
(ρ2 + h2)(n−2)/2

(ρ2 + h2)
s+n/2

6

∫

R2\Bη

|x|−2−2s dx

= 2π

∫ +∞

η

r−1−2s dr =
π

s
η−2s.

(22)

2In further detail, recalling (4),
∣∣∣∣∣

∫

π(e)\B1

|y′|n−2 χ̃E(y)

|y|n+2s
dy

∣∣∣∣∣ 6
∫

π(e)

|y|n−2 χCB1
(y)

|y|n+2s
dy

6

∫ +∞

0
dρ

∫ +∞

−∞
dhχR\(−1,1)(ρ

2 + h2) (ρ2 + h2)−1−s
6

∫

R2\B1

dx|x|−2−2s

= 2π

∫ +∞

1
dr r−1−2s =

π

s

that is uniformly bounded as s ր 1/2. This means that we can suppose that ∂E is a graph in, say, B1 and replace it outside B1

without affecting the statement of Theorem 12.
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Now we look at the first addendum in (21): for this we write, for η ∈ (0, 1) sufficiently small,

D2
ef(0)

ρ2

2
− ε(ρ) 6 f(ρe) 6 D2

ef(0)
ρ2

2
+ ε(ρ), ρ ∈ (0, η) (23)

where ε : (0, η) → (0,+∞) is defined as

ε(ρ) := sup
|ξ′|6ρ

|D2
ef(ξ

′)−D2
ef(0)|

ρ2

2
.

Let also

E(η) := sup
0<ρ6η

ε(ρ)

ρ2
=

1

2
sup
|ξ′|6η

|D2
ef(ξ

′)−D2
ef(0)|.

and observe that

E(η) ց 0 as η ց 0. (24)

Then, if we denote by D := 1
2D

2
ef(0), we have that



∫ η

0

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

− D

1− 2s

 6



∫ 1

0

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

− D

1− 2s



+



∫ η

0

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

−
∫ η

0

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

 (25)

+

∣∣∣∣∣

∫ 1

η

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

∣∣∣∣∣ .

The latter term is uniformly bounded as s ր 1/2: indeed

∣∣∣∣∣

∫ 1

η

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

∣∣∣∣∣ 6

∫ 1

η

dρ ρn−2 · |D|ρ2
ρn+2s

=

∫ 1

η

dρ
|D|
ρ2s

= |D| 1− η1−2s

1− 2s
−−−→
sր 1

2

−|D| ln η, (26)

and therefore, for s close to 1/2,

∣∣∣∣∣

∫ 1

η

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

∣∣∣∣∣ 6 −D̃ ln η, (27)

where D̃ is a positive constant depending only on D.
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The central term in (25) may be estimated using (23): indeed



∫ η

0

dρ ρn−2

∫ f(ρe)

0

dh

(ρ2 + h2)
s+n/2

−
∫ η

0

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2



6

∫ η

0

dρ ρn−2



∫ f(ρe)

Dρ2

dh

(ρ2 + h2)
s+n/2

 6

∫ η

0

ρn−2 |f(ρe)−Dρ2|
ρn+2s

dρ (28)

6

∫ η

0

ε(ρ)

ρ2+2s
dρ 6 E(η)

∫ η

0

ρ−2s dρ = E(η) · η1−2s

1− 2s
.

It remains now to estimate the first term on the right hand side of (25). For this we apply the change of

variable t = h/ρ and we see that

ρ
n−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

−Dρ−2s

 = |D|ρ−2s



1

Dρ2

∫ Dρ2

0

dh
(
1 + h2

ρ2

)s+n/2
− 1



= |D|ρ−2s


1

Dρ

∫ Dρ

0

dt

(1 + t2)
s+n/2

− 1

 .

Now, since the map t 7−→ 1/
(
1 + t2

)s+n/2
is decreasing, we have that

1

(1 +D2ρ2)
s+n/2

6 −
∫ |D|ρ

0

dt

(1 + t2)
s+n/2

6 1.

Using this and a Taylor expansion, we obtain
ρ

n−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

−Dρ−2s

 = |D|ρ−2s

(
1− 1

|D|ρ

∫ |D|ρ

0

dt

(1 + t2)
s+n/2

)

6 |D|ρ−2s

(
1− 1

(1 +D2ρ2)s+n/2

)
6 |D|ρ−2s · (βD2ρ2) = β|D|3ρ2−2s

for any ρ ∈ (0, 1), where β is a suitable positive constant only depending on n. By integrating this estimate

over the interval (0, 1) we conclude that



∫ 1

0

dρ ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

− D

1− 2s

 =



∫ 1

0

dρ

[
ρn−2

∫ Dρ2

0

dh

(ρ2 + h2)
s+n/2

−Dρ−2s

] 6 β̃,

(29)

for a suitable β̃ possibly depending on D and n, but independent of s.

Resuming all this calculations in one formula and putting together the information in equations (21), (22),

(25), (27), (28) and (29), we obtain that

Ks,e −
2D

1− 2s

 6
2π

s
η−2s − D̃ ln η + 2E(η) · η1−2s

1− 2s
+ 2β̃, (30)
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hence

lim sup
sր 1

2

(1− 2s)

Ks,e −
2D

1− 2s

 6 E(η).

But, by (24), E(η) is arbitrarily small. Hence we can conclude

lim
sր 1

2

(1− 2s)

Ks,e −
2D

1− 2s

 = 0

which also implies

lim
sր 1

2

(1− 2s)Ks,e = 2D = D2
ef(0),

that is the desired claim. Moreover, since estimate (30) is uniform on Sn−2, we have also the convergence

(1− 2s)Hs =
1− 2s

ωn−2

∫

Sn−2

Ks,e dHn−2(e) −−−→
sր 1

2

1

ωn−2

∫

Sn−2

D2
ef(0) dHn−2(e) = H.

This completes the proof of Theorem 12.

7 Proof of the claims in Example 13

In R3 define

E = {(x, y, z) ∈ R3 : z 6 f(x, y) = 8x2y2}

and denote by (ρ, θ, z) the cylindrical coordinates, i.e.

ρ =
√
x2 + y2, cos θ =

x√
x2 + y2

, sin θ =
y√

x2 + y2
.

In this way, we set e := (cos θ, sin θ) ∈ S1 and we have that (x, y) = ρe. Notice that

1− cos 4θ = 1− cos2 2θ + sin2 2θ = 2 sin2 2θ = 8 sin2 θ cos2 θ · ρ
4

ρ4
=

8x2y2

(x2 + y2)
2

therefore the function f , written in terms of (ρ, θ), becomes

f(x, y) = f(ρe) = f̃(ρ, θ) = (1− cos 4θ)ρ4.

With a slight abuse of notation, we denote by Ks,θ the nonlocal directional curvature of E at 0 in direction

e = (cos θ, sin θ) (i.e. Ks,θ is short for Ks,(cos θ,sin θ)). We recall that, in this case, we can calculate nonlocal

curvatures exploiting identity (11), i.e.

Ks,θ = 2

∫ +∞

0

dρ

∫ f̃(ρ,θ)

0

dz
ρ

(ρ2 + z2)
s+3/2

. (31)

In the above domain of integration it holds that

0 6 z 6 f̃(ρ, θ) = (1− cos 4θ)ρ4
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and so

ρ > 4

√
z

1− cos 4θ
.

Therefore, integrating first in the ρ variable, we deduce from (31) that

Ks,θ =

∫ +∞

0

dz

∫ +∞

4
√

z
1−cos 4θ

dρ
2ρ

(ρ2 + z2)
s+3/2

=

∫ +∞

0

dz

(
ρ2 + z2

)−s−1/2

−s− 1
2



ρ=+∞

ρ= 4
√

z
1−cos 4θ

=
2

2s+ 1

∫ +∞

0

dz
(
z2 +

√
z

1−cos 4θ

)s+1/2
=

2

2s+ 1

∫ +∞

0

(1− cos 4θ)s/2+1/4

(
z2
√
1− cos 4θ +

√
z
)s+1/2

dz.

(32)

We concentrate now on maximal and minimal nonlocal directional curvatures. Since Ks,θ is a nonnegative

quantity (because f̃(ρ, θ) is a nonnegative function) and since Ks,0 = Ks,π/2 = 0, then Ks,θ attains its

minimum in 0 and π/2. Also, f̃(ρ, π/4) > f̃(ρ, θ) for every positive ρ and θ ∈ [0, π), thus Ks,θ attains its

maximum for θ = π/4. On the one hand we have that the arithmetic mean of the maximal and minimal

nonlocal principal curvatures is given by

Ks,0 +Ks,π/4

2
=

1

2
Ks,π/4 =

2s/2+1/4

2s+ 1

∫ +∞

0

dz
(√

2z2 +
√
z
)s+1/2

, (33)

thanks to (32).

On the other hand, the nonlocal mean curvature is

Hs =
1

2π

∫ 2π

0

Ks,θ dθ

and we are going to estimate this quantity, in order to show that it is not equal to the arithmetic mean of the

principal nonlocal curvatures (i.e. to the quantity in (33)). Note that

1

2π

∫ 2π

0

Ks,θ dθ =
1

(2s+ 1)π

∫ 2π

0

dθ

∫ +∞

0

dz
(1− cos 4θ)s/2+1/4

(
z2
√
1− cos 4θ +

√
z
)s+1/2

>
1

(2s+ 1)π

∫ 2π

0

(1− cos 4θ)s/2+1/4dθ ·
∫ +∞

0

dz
(√

2z2 +
√
z
)s+1/2

=
1

π 2s/2+1/4

∫ 2π

0

(1− cos 4θ)s/2+1/4dθ · 2
s/2+1/4

2s+ 1

∫ +∞

0

dz
(√

2z2 +
√
z
)s+1/2

︸ ︷︷ ︸
=Ks,π/4/2

=
1

π 2s/2+1/4

∫ 2π

0

(1− cos 4θ)s/2+1/4dθ · 1
2
Ks,π/4.

(34)
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On the other hand, with the substitution ϕ := 4θ and recalling that s+ 1/2 ∈ (0, 1), we see that

1

π 2s/2+1/4

∫ 2π

0

(1− cos 4θ)s/2+1/4dθ =
1

4π

∫ 8π

0

(√
1− cosϕ

2

)s+1/2

dϕ =
1

π

∫ 2π

0

(
sin

ϕ

2

)s+1/2

dϕ

>
1

π

∫ 2π

0

sin
ϕ

2
dϕ = − 2

π
cos

ϕ

2


2π

0

=
4

π
> 1.

By combining this with (33) and (34) we conclude that

Hs 
1

2
Ks,π/4 =

Ks,0 +Ks,π/4

2
.

This establishes the claims in Example 13.

8 Proof of Lemma 7

We prove (10) since the one of (9) is alike. Let

σε :=

∫

π(e)\Bε

|y′|n−2χ̃E(y)

|y|n+2s
dy.

Notice that, for any ε > ε′ > 0,

|σε′ − σε| =
∣∣∣∣∣

∫

π(e)∩(Bε\Bε′ )

|y′|n−2χ̃E(y)

|y|n+2s
dy

∣∣∣∣∣ (35)

Since ∂E is C2, in normal coordinates we may suppose that, for small ε > 0,

E ∩Bε ⊆ {x = (x′, xn) ∈ Rn : xn 6 M |x′|2} and (CE) ∩Bε ⊆ {x ∈ Rn : xn > −M |x′|2},

for a suitable M > 0. This provides a cancellation of the contributions outside the set Eε,ε′ := {x ∈ Bε \Bε′ :

xn 6 M |x′|2}, namely
∣∣∣∣∣

∫

π(e)∩(Bε\Bε′ )

|y′|n−2χ̃E(y)

|y|n+2s
dy

∣∣∣∣∣ =
∣∣∣∣∣

∫

π(e)∩Eε,ε′

|y′|n−2χ̃E(y)

|y|n+2s
dy

∣∣∣∣∣

6

∫

π(e)∩Eε,ε′

|y′|n−2

|y|n+2s
dy 6

∫

π(e)

χEε,ε′
(y)

|y′|2+2s
dy,

since |y| > |y′|. That is, by (4),
∣∣∣∣∣

∫

π(e)∩(Bε\B′

ε)

|y′|n−2χ̃E(y)

|y|n+2s
dy

∣∣∣∣∣ 6
∫ ε

ε′
dρ

∫ Mρ2

−Mρ2

dh ρ−2−2s
6 2M

∫ ε

ε′
dρ ρ−2s =

2M(ε− ε′)

1− 2s

which is infinitesimal with ε (recall that s ∈ (0, 1/2) by assumption). This and (35) imply that for any εn ց 0,

σεn is a Cauchy sequence, as desired.
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[KP99] S.G. Krantz and H.R. Parks. The geometry of domains in space, in Birkhäuser Advanced Texts:

Basler Lehrbücher, Birkhäuser Boston, Boston, MA, 1999.

[MBO92] B. Merriman, J.K. Bence and S. Osher. Diffusion Generated Motion by Mean Curvature. CAM

report. Department of Mathematics, University of California, Los Angeles, 1992.

[SV] O. Savin and E. Valdinoci. Regularity of nonlocal minimal cones in dimension 2. Calc. Var. Partial

Differential Equations.

[Val] E. Valdinoci. A fractional framework for perimeters and phase transitions.

http://arxiv.org/abs/1210.5612.


