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THE LANDAU HAMILTONIAN WITH δ-POTENTIALS SUPPORTED
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ABSTRACT. The spectral properties of the singularly perturbed self-adjoint Lan-
dau Hamiltonian Aα = (i∇+A)2 +αδΣ in L2(R2) with a δ-potential supported on
a finiteC1,1-smooth curve Σ are studied. Here A = 1


2
B(−x2, x1)> is the vector po-


tential, B > 0 is the strength of the homogeneous magnetic field, and α ∈ L∞(Σ)


is a position-dependent real coefficient modeling the strength of the singular in-
teraction on the curve Σ. After a general discussion of the qualitative spectral
properties of Aα and its resolvent, one of the main objectives in the present paper
is a local spectral analysis of Aα near the Landau levels B(2q + 1), q ∈ N0. Under
various conditions on α it is shown that the perturbation smears the Landau levels
into eigenvalue clusters, and the accumulation rate of the eigenvalues within these
clusters is determined in terms of the capacity of the support of α. Furthermore,
the use of Landau Hamiltonians with δ-perturbations as model operators for more
realistic quantum systems is justified by showing that Aα can be approximated in
the norm resolvent sense by a family of Landau Hamiltonians with suitably scaled
regular potentials.


1. Introduction


Quantum motion in a geometrically complicated background is often modeled by
networks of leaky quantum wires, which are mathematically described by Schrödin-
ger operators with singular potentials supported on families of curves, see, e.g.,
the monograph [34, Chapter 10], the papers [10, 17, 30, 59, 79], and the references
therein. Such models based on PDEs are mathematically more involved than the
alternative concept of quantum graphs [14] based on ODEs, but have serious advan-
tages from the physical point of view since they do not neglect quantum tunnelling
between parts of the network. Although there is nowadays a comprehensive liter-
ature on spectral and scattering properties of Schrödinger operators with singular
potentials, only few mathematical contributions are concerned with the influence
of magnetic fields (see [33, 35, 36, 37, 49, 63]), despite the fact that applications of
such fields, local or global, are an important area in modern physics. Magnetic
Schrödinger operators with surface interactions appear, e.g., in the analysis of the
non-linear Ginzburg-Landau equation, cf. [39, 71].


The present paper can be regarded as a first step towards a general treatment of
Landau Hamiltonians with singular potentials supported on curves. Throughout
this paper let the strength B > 0 of the homogeneous magnetic field be fixed, let
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the corresponding vector potential in the symmetric gauge be A := 1
2B(−x2, x1)>,


and define the magnetic gradient by


(1.1) ∇A := i∇+ A.


Our main goal is to construct a class of singular perturbations of the Landau Hamil-
tonian A0 = ∇2


A by δ-potentials supported on finite curves. We study the spectral
properties of these singularly perturbed Landau Hamiltonians in detail and we jus-
tify their use as model operators for more realistic quantum systems by showing
that they can be approximated in the norm resolvent sense by a family of Lan-
dau Hamiltonians with suitably scaled regular potentials. In order to explain our
strategy and results more precisely, assume that Σ is the boundary of a compact
C1,1-domain, let α ∈ L∞(Σ) be a real function, consider the sesquilinear form


(1.2) aα[f, g] =
(
∇Af,∇Ag)L2(R2,C2) +


(
αf |Σ, g|Σ


)
L2(Σ)


, dom aα = H1
A(R2),


where H1
A(R2) = {f ∈ L2(R2) : |∇Af | ∈ L2(R2)} is the magnetic Sobolev space,


and denote the corresponding self-adjoint operator in L2(R2) by Aα. If δΣ denotes
the δ-distribution supported on the curve Σ then on a formal level


(1.3) Aα = ∇2
A + αδΣ = A0 + αδΣ.


Our approach to the spectral analysis of the Landau Hamiltonians with singular
potentials is via abstract techniques from extension theory of symmetric operators.
Here we shall use the notion of quasi boundary triples and their Weyl functions
from [8, 9] to first determine the operator Aα associated to aα and its domain via
explicit interface conditions at Σ. As a byproduct we obtain a Birman-Schwinger
principle and the useful resolvent formula


(1.4) (Aα − λ)−1 = (A0 − λ)−1 − γ(λ)
(
1 + αM(λ)


)−1
αγ(λ)∗,


where γ and M are the γ-field and Weyl function, respectively, corresponding to a
suitable quasi boundary triple {L2(Σ),Γ0,Γ1}. We refer the reader to Appendix A
for a brief introduction to quasi boundary triples and Weyl functions, and here
we only mention that γ(λ) : L2(Σ) → L2(R2) and M(λ) : L2(Σ) → L2(Σ) in (1.4)
can also be viewed as (boundary) integral operators with the Green function of
A0 as integral kernel. The formula (1.4) can be seen as an interpretation of the
formal equality (1.3): the resolvent difference is essentially reduced to the term (1+


αM(λ))−1α, which is localized on the curve Σ and contains the main information
on the spectrum of Aα. In fact, our further investigations are based on a detailed
analysis of the perturbation term


(1.5) Wλ = −γ(λ)
(
1 + αM(λ)


)−1
αγ(λ)∗


in the resolvent formula (1.4). Since Σ is a compact curve, the Rellich-Kondrachov
embedding theorem implies that Wλ is compact in L2(R2) and as an immediate
consequence we conclude


σess(Aα) = σess(A0) = σ(A0) = {B(2q + 1): q ∈ N0},







LANDAU HAMILTONIAN WITH δ-POTENTIALS 3


where Λq = B(2q + 1), q = 0, 1, 2, . . . are infinite dimensional eigenvalues of A0,
usually called Landau levels. It is well known that perturbations of the Landau
Hamiltonian A0 can generate accumulation of discrete eigenvalues to the Landau
levels Λq. For additive perturbations of A0 by an electric potential this was shown
by G. Raikov in [69], see also [38, 54, 62, 66, 70, 74, 75]. More recently similar
results were proved in [20, 19, 44, 64, 67] for Landau Hamiltonians on domains with
Dirichlet, Neumann, and Robin boundary conditions; for closely related results in
three-dimensional situation we refer to [16, 21] and the references therein.


Our first main objective is to observe a similar phenomenon on the accumulation
of discrete eigenvalues of Aα to the Landau levels Λq, and to prove singular value
estimates and regularized summability properties of the discrete eigenvalues. For
this reason we are particularly interested in the compression PqWλPq of the pertur-
bation term onto the eigenspace ker(A0−Λq) of the unperturbed Landau Hamilton-
ian. The operators PqWλPq are the analogues of the Toeplitz operators appearing
in this connection in [38, 67, 68, 75], and we note in this context that some of our ob-
servations rely on deep results in the theory of Toeplitz operators, and conversely
that our approach and some of our considerations lead to new results for Toeplitz
operators.


If the strength α in (1.2)–(1.3) is positive (negative) on Σ we show in Theorem 6.2
that the discrete spectrum of Aα accumulates to each Landau level Λq from above
(below, respectively). Combining our technique with the constructions in [38, 67,
73], we obtain in Theorem 6.3 the same result for the lowest Landau level Λ0 = B


under the weaker assumption that α 6≡ 0 is nonnegative (nonpositive), and in
Proposition 6.6 for the higher Landau levels assuming that suppα contains a C∞-
smooth arc on which α is positive (negative, respectively). Relying on the anal-
ysis of PqWλPq, we also estimate the rate of the eigenvalue accumulation in The-
orem 6.4. Although the upper bounds on the accumulation rate of the discrete
eigenvalues hold also for sign-changing α it is a challenging open problem to show
that the eigenvalue accumulation is indeed present in this situation. Furthermore,
making use of the technique from [38, 67] we prove in Theorem 6.5 spectral asymp-
totics if suppα is a C∞-smooth arc Γ and α is uniformly positive (uniformly neg-
ative) in the interior of Γ. More precisely, if, e.g., α > 0 inside the C∞-smooth arc
Γ = suppα then the discrete eigenvalues (counted with multiplicities) of Aα in the
interval (Λq,Λq + B], q ∈ N0, form a sequence λ+


1 (q) ≥ λ+
2 (q) ≥ · · · ≥ Λq with the


asymptotic behaviour


(1.6) lim
k→∞


(
k! (λ+


k (q)− Λq)
)1/k


=
B


2


(
Cap (Γ)


)2
,


where Cap (Γ) is the logarithmic capacity of Γ. We also mention that the eigenvalue
asymptotics in (1.6) comply with [38, Remark 2 and Theorem 2].


Besides the spectral analysis of the operators Aα in (1.3) our second main objec-
tive in this paper is to justify the use of such singular perturbations of the Landau
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Hamiltonian for more realistic model operators with regular potentials. The ap-
proximation problem of singular potentials by regular ones has been discussed in
the absence of magnetic fields for δ-point interactions in great detail in the mono-
graph [4], and for δ-surface interactions in [6, 31, 32] and [18, 41, 63, 65, 77], see also
[5, 79] for more abstract approaches. We show in Theorem 4.5 and Corollary 4.6
that for real α ∈ L∞(Σ) the singular Landau Hamiltonian Aα can be approximated
in the norm resolvent sense by a family of regular Landau Hamiltonians with po-
tentials suitably scaled in the direction perpendicular to Σ. The choice of the ap-
proximating sequence of potentials is essentially the same as, e.g., in [6, 31, 32], but
the technique of the proof is significantly different and more efficient.


Organization of the paper. Section 2 contains some preliminary material concern-
ing the unperturbed Landau Hamiltonian, properties of Schatten-von Neumann
ideals and some aspects of perturbation theory. In Subsection 2.4 we discuss a
class of Toeplitz-like operators related to Landau Hamiltonians. In Section 3 we
make use of the abstract concept of quasi boundary triples and their Weyl func-
tions (see Appendix A for a brief introduction) in order to study Landau Hamil-
tonians with δ-potentials supported on curves. Using a suitable quasi boundary
triple we show self-adjointness of Aα, provide qualitative spectral properties, and
derive the Krein-type resolvent formula (1.4). The approximation of Aα by mag-
netic Schrödinger operators with scaled regular potentials is also discussed; the
proof is technical and therefore outsourced to Appendix B. Section 5 is devoted to
the spectral analysis of the compressed resolvent difference PqWλPq. Under var-
ious assumptions we obtain spectral estimates and spectral asymptotics for this
operator. Based on these results we provide our main results on the eigenvalue
clusters of Aα at Landau levels in Section 6.
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the Czech-Austrian grant 7AMBL7ATO22 and CZ 02/2017. The research of P. E.
and V. L. is supported by the Czech Science Foundation (GAČR) under Grant No.
17-01706S. P. E. also acknowledges the support by the European Union within the
project CZ.02.1.01/0.0/0.0/16 019/0000778. The authors also wish to thank V. Bru-
neau, B. Helffer, A. Pushnitski, and G. Raikov for fruitful discussions and helpful
remarks and references.


2. Preliminaries


In this section we provide useful notions and techniques that are needed in our
analysis of magnetic Schrödinger operators with singular interactions. In Subsec-
tion 2.1 we introduce the Landau Hamiltonian, in Subsection 2.2 some important
properties of the Schatten-von Neumann ideals of compact operators are discussed,
and in Subsections 2.3 and 2.4 we collect some useful facts from perturbation the-
ory and Toeplitz operators that will be needed in the main part of the paper.
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2.1. The Landau Hamiltonian. In order to introduce the Landau Hamiltonian,
that is, the unperturbed magnetic Schrödinger operator with homogeneous mag-
netic field, recall the definition of the magnetic gradient from (1.1) and define the
first order L2-based magnetic Sobolev space by


(2.1) H1
A(R2) :=


{
f ∈ L2(R2) : |∇Af | ∈ L2(R2)


}
,


which becomes a Hilbert space if it is endowed with the inner product


(f, g)H1
A(R2) := (f, g)L2(R2) +


(
∇Af,∇Ag


)
L2(R2;C2)


, f, g ∈ H1
A(R2).


The space C∞0 (R2) of smooth compactly supported functions is dense in H1
A(R2),


see, e.g., [57, Theorem 7.22]. Note that for B = 0 the space H1
A(R2) coincides with


the usual first order Sobolev space H1(R2); if B 6= 0 then still H1
A(R2) and H1(R2)


coincide locally. The standard Sobolev spaces of order s ∈ R will be denoted in this
paper by Hs(R2).


Next consider the symmetric sesquilinear form


(2.2) a0[f, g] :=
(
∇Af,∇Ag


)
L2(R2;C2)


, dom a0 = H1
A(R2),


and note that this form is densely defined, nonnegative, and closed in L2(R2).
Hence it gives rise to a uniquely determined nonnegative self-adjoint operator A0,
which is given by


(2.3) A0f = ∇2
Af, domA0 = H2


A(R2) :=
{
f ∈ H1


A(R2) : ∇2
Af ∈ L2(R2)


}
.


Note also that C∞0 (R2) is a core for the sesquilinear form a0 since C∞0 (R2) is dense
in H1


A(R2). The spectral properties and the Green function of the Landau Hamil-
tonian are recalled in the following proposition; cf. [48, §10.4.1], [50, §2.5.2], [63,
Section 2], and [29].


Proposition 2.1. Let A0 be the Landau Hamiltonian in (2.3). Then


σ(A0) = σess(A0) = {B(2q + 1): q ∈ N0},


i.e. the spectrum of A0 consists only of the eigenvalues Λq = B(2q + 1), which are called
Landau levels and have infinite multiplicity. If λ /∈ σ(A0), then the resolvent of A0 is given
by


((A0 − λ)−1f)(x) =


∫
R2


Gλ(x, y)f(y)dy, f ∈ L2(R2),


with the Green function


(2.4) Gλ(x, y) =
1


4π
ΦB(x, y)Γ


(
B − λ


2B


)
U


(
B − λ


2B
, 1;


B


2
|x− y|2


)
,


where U is the irregular confluent hypergeometric function (see [1, §13.1]), Γ denotes the
Euler gamma function and


ΦB(x, y) = exp


[
− iB


2
(x1y2 − x2y1)− B


4
|x− y|2


]
.
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In the next proposition two variants of the so-called diamagnetic inequality are
provided.


Proposition 2.2. Let−∆ be the self-adjoint Laplace operator inL2(R2) defined onH2(R2).
Then for β > 0, λ < 0, and f ∈ L2(R2) one has pointwise a.e. in R2


(2.5)
∣∣(A0 − λ)−βf


∣∣ ≤ (−∆− λ)−β|f |.


Moreover, if f ∈ H1
A(R2), then |f | belongs to H1(R2) and one has pointwise a.e. in R2


(2.6)
∣∣∇|f |∣∣ ≤ ∣∣∇Af


∣∣.
Proof. Recall that by [47, Proposition 3.3.5] the formula


(A− λ)−βf =
1


Γ(β)


∫ ∞
0


tβ−1eλt
(
e−tAf


)
dt, λ < 0,


holds for any self-adjoint nonnegative operator A acting in a Hilbert space H and
for any f ∈ H; here Γ denotes the Euler gamma function. Hence, the inequality


|e−tA0f | ≤ e−t∆|f |


pointwise a.e. in R2 (see, e.g., [24, eq. (1.8)]) yields∣∣∣(A0 − λ)−βf
∣∣∣ =


1


Γ(β)


∣∣∣∣∫ ∞
0


tβ−1eλt
(
e−tA0f


)
dt


∣∣∣∣
≤ 1


Γ(β)


∫ ∞
0


tβ−1eλt
∣∣e−tA0f


∣∣dt
≤ 1


Γ(β)


∫ ∞
0


tβ−1eλt
(
e−t∆|f |


)
dt = (−∆− λ)−β|f |.


The inequality (2.6) can be found in, e.g., [57, Theorem 7.21]. �


Using the diamagnetic inequality we can show that functions in H1
A(R2) have


traces in L2(Σ). Here, and in the following, Σ is the boundary of a bounded C1,1-
domain Ω ⊂ R2.


Corollary 2.3. The mapping C∞0 (R2) 3 f 7→ f |Σ can be extended by continuity to a
bounded operator H1


A(R2) 3 f 7→ f |Σ ∈ L2(Σ). Moreover, for all ε > 0 there exists
c(ε) > 0 such that


‖f |Σ‖2L2(Σ) ≤ ε‖∇Af‖2L2(R2;C2) + c(ε)‖f‖2L2(R2)


holds for all f ∈ H1
A(R2).


Proof. Let ε > 0 and f ∈ C∞0 (R2). It is well known that there exists a constant
c(ε) > 0 independent of f such that


‖f |Σ‖2L2(Σ) =
∥∥|f |∣∣


Σ


∥∥2


L2(Σ)
≤ ε
∥∥∇|f |∥∥2


L2(R2;C2)
+ c(ε)


∥∥|f |∥∥2


L2(R2)
.


Using the diamagnetic inequality (2.6) we obtain


‖f |Σ‖2L2(Σ) ≤ ε
∥∥∇Af


∥∥2


L2(R2;C2)
+ c(ε)‖f‖2L2(R2).
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Since C∞0 (R2) is dense in the magnetic Sobolev space H1
A(R2), the claim follows.


�


Next we recall the definition of the Landau Hamiltonian on a domain Ω with
Dirichlet boundary conditions. It is assumed here that Ω is either a bounded C1,1-
domain in R2 or the complement of a bounded C1,1-domain; then the compact
boundary Σ := ∂Ω is a C1,1-smooth curve. In analogy to (2.1) the first order L2-
based magnetic Sobolev space is defined by


H1
A(Ω) :=


{
f ∈ L2(Ω): |∇Af | ∈ L2(Ω)


}
and is equipped with the Hilbert space inner product


(f, g)H1
A(Ω) := (f, g)L2(Ω) +


(
∇Af,∇Ag


)
L2(Ω;C2)


, f, g ∈ H1
A(Ω).


Note that H1
A(Ω) coincides with H1(Ω) if Ω is bounded or if B = 0; if B 6= 0


then still H1
A(Ω) and H1(Ω) coincide locally. The standard Sobolev spaces on Ω


and the boundary Σ are denoted by Hs(Ω) and Ht(Σ), respectively. The magnetic
counterpart of the Sobolev space H1


0 (Ω) is defined as


H1
A,0(Ω) := C∞0 (Ω)


‖·‖
H1


A
(Ω) .


Now consider the symmetric sesquilinear form


(2.7) aΩ
D[f, g] :=


(
∇Af,∇Ag


)
L2(Ω,C2)


, dom aΩ
D = H1


A,0(Ω),


and observe that aΩ
D is nonnegative, closed, and densely defined in L2(Ω). The


nonnegative self-adjoint operator AΩ
D corresponding to aΩ


D is the Landau Hamiltonian
on Ω with Dirichlet boundary conditions on Σ. It is useful to note that for a bounded
domain Ω the space H1


A,0(Ω) = H1
0 (Ω) is compactly embedded in L2(Ω) and hence


(2.8) σess(A
Ω
D) = ∅.


2.2. Schatten von-Neumann ideals. In this subsection we recall the definition and
some properties of the Schatten-von Neumann ideals, which are used in the proofs
of our main results. We partially follow the presentation in [10, 11], where further
references can be found. A very useful result on the Schatten-von Neumann prop-
erty of operators that map into Sobolev spaces Hs(Σ) with s > 0 is provided in
Proposition 2.4.


Let H,G, and K be separable Hilbert spaces. We denote the linear space of all
bounded and everywhere defined operators from H into G by B(H,G) and we
write B(H) := B(H,H). We use the symbol S∞(H,G) for the space of all compact
operators from H to G and S∞(H) := S∞(H,H). The singular values sk(K), k ∈ N,
of K ∈ S∞(H,G) are the eigenvalues of the self-adjoint, nonnegative operator
(K∗K)1/2 ∈ S∞(H), which are ordered in a nonincreasing way with multiplicities
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taken into account. Note that sk(K) = sk(K
∗) for k ∈ N. For p > 0 the Schatten-von


Neumann ideal of order p is defined by


Sp(H,G) :=


{
K ∈ S∞(H,G) :


∞∑
k=1


sk(K)p <∞


}
and the weak Schatten-von Neumann ideal of order p is defined by


Sp,∞(H,G) :=
{
K ∈ S∞(H,G) : sk(K) = O(k−1/p)


}
.


The (weak) Schatten-von Neumann ideals are ordered in the sense that for 0 < p <


q one has Sp(H,G) ⊂ Sq(H,G) and Sp,∞(H,G) ⊂ Sq,∞(H,G). Moreover, we have


Sp(H,G) ⊂ Sp,∞(H,G) and Sp,∞(H,G) ⊂ Sq(H,G).


The Schatten-von Neumann ideals are two-sided ideals, that is, for K ∈ Sp(H,G)


and A ∈ B(H), B ∈ B(G) one has BKA ∈ Sp(H,G). The analogous ideal property
holds for the weak Schatten-von Neumann ideals. Eventually, if p, q > 0 and r are
chosen such that 1


r = 1
p + 1


q , then for K1 ∈ Sp,∞(H,G) and K2 ∈ Sq,∞(G,K) the
product of these operators satisfies


(2.9) K2K1 ∈ Sr,∞(H,K).


Finally, let Σ ⊂ R2 be the boundary of a sufficiently smooth bounded domain.
It will be shown in the next proposition that operators with range in the Sobolev
space Hs(Σ) belong to certain weak Schatten-von Neumann ideals. In the special
case that Σ is the boundary of a C∞-domain this property is known; cf. [10, Lemma
2.11].


Proposition 2.4. Let k ∈ N and let Σ be the boundary of a boundedCk,1-domain Ωi ⊂ R2.
Let H be a separable Hilbert space and letA ∈ B(H, L2(Σ)) be such that ranA ⊂ H l/2(Σ)


for some l ∈ {1, . . . , 2k + 1}. Then


A ∈ S2/l,∞
(
H, L2(Σ)


)
.


The proof of Proposition 2.4 uses a general result from [2] and some properties of
the acoustic single layer potential for the Helmholtz equation −∆ + 1, which will
be briefly discussed for the convenience of the reader. Recall first from [80, Section
7.4] that the Green function for the differential expression −∆ + 1 in R2 is given by
1


2πK0(| · |), where K0 is the modified Bessel function of second kind and of order 0.
It is well known that the boundary integral operator


(2.10) (Sϕ)(x) =
1


2π


∫
Σ
K0(|x− y|)ϕ(y)dσ(y), x ∈ Σ,


gives rise to a bounded operator


(2.11) S−1/2 : H−1/2(Σ)→ H1/2(Σ);


cf. [61, Theorem 6.11]. In the following lemma we provide some other useful prop-
erties of S. The proof of (i) is inspired by the proof of [23, Theorem 3].
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Lemma 2.5. Let Σ be the boundary of a bounded Ck,1-domain Ωi with k ≥ 1. Then the
following holds.


(i) For all s ∈ [−1
2 , k −


1
2 ] the restriction of S−1/2 in (2.11) onto Hs(Σ) leads to a


bijective bounded operator


(2.12) Ss : Hs(Σ)→ Hs+1(Σ).


(ii) The operator S0 : L2(Σ)→ H1(Σ) in (2.12) can be viewed as nonnegative bounded
self-adjoint operator in L2(Σ) with ran S0 = H1(Σ). The square root S1/2


0 (defined
via the functional calculus for self-adjoint operators) is a nonnegative bounded self-
adjoint operator in L2(Σ) and also leads to a bijective bounded operator


S
1/2
0 : L2(Σ)→ H1/2(Σ).


In particular, the operator S
l/2
0 : L2(Σ) → H l/2(Σ) is bijective and bounded for all l ∈


{1, . . . , 2k + 1}.


Proof. (i) Note first that by [61, Theorem 7.1 and Theorem 7.2] the operator Ss in
(2.12) is well defined as a linear map between the respective Sobolev spaces. Next,
[53, Lemma 1.14(c)] (see also [59, Lemma 3.2]) implies ker S−1/2 = {0} and hence
also ker Ss = {0} for all s ∈ [−1


2 , k −
1
2 ]. Moreover,


(2.13) Ss ∈ B(Hs(Σ), Hs+1(Σ)).


In fact, for s = −1
2 this is a consequence of [61, Theorem 6.11] and for s > −1


2


the closed graph theorem implies (2.13) after it has been shown that Ss is a closed
operator. For this consider (ϕn) ⊂ Hs(Σ) such that


ϕn → ϕ in Hs(Σ) and Ssϕn → ψ in Hs+1(Σ) as n→∞.


Then ϕ ∈ Hs(Σ) = dom Ss, ϕn → ϕ in H−1/2(Σ) as n → ∞, and as S−1/2 ∈
B(H−1/2(Σ), H1/2(Σ)) we have Ssϕn = S−1/2ϕn → S−1/2ϕ in H1/2(Σ) for n → ∞.
On the other hand, since Hs+1(Σ) is continuously embedded in H1/2(Σ) we also
have S−1/2ϕn = Ssϕn → ψ in H1/2(Σ). Thus Ssϕ = S−1/2ϕ = ψ and hence Ss is
closed.


In order to verify that Ss in (2.12) is surjective for s = j − 1/2 and j = {0, 1, ..., k},
consider ψ ∈ Hj+1/2(Σ). Then, in particular, ψ ∈ H1/2(Σ), and as S−1/2 is a Fred-
holm operator of index zero by [61, Theorem 7.6] and ker S−1/2 = {0} it is clear
that S−1/2 in (2.11) is bijective. Hence there exists a unique ϕ ∈ H−1/2(Σ) such that
S−1/2ϕ = ψ. Eventually, it follows from [61, Theorem 7.16 (i)] that ϕ ∈ Hj−1/2(Σ),
so that Sj−1/2ϕ = ψ. We have shown that the operators Ss in (2.12) for s = j − 1/2


and j ∈ {0, 1, ..., k} are bijective. Now it follows from standard interpolation tech-
niques that Ss ∈ B(Hs(Σ), Hs+1(Σ)) is bijective for all s ∈ [−1


2 , k −
1
2 ].


(ii) It is clear that S0 is a bounded operator in L2(Σ) with ran S0 = H1(Σ). To see
that S0 is nonnegative and self-adjoint in L2(Σ) let Ωe := R2\Ωi and decompose the
functions u ∈ L2(R2) in the two components uj := u|Ωj , j ∈ {i, e}. For ϕ ∈ L2(Σ)







10 J. BEHRNDT, P. EXNER, M. HOLZMANN, AND V. LOTOREICHIK


there exists a unique u ∈ H1(R2) such that −∆uj + uj = 0, j ∈ {i, e}, and ∂νui|Σ −
∂νue|Σ = ϕ, and, moreover, one has S0ϕ = u|Σ (see, e.g., [10, Proposition 3.2 (ii)
and Remark 3.3], where S0 = M̃(−1) in the notation of [10]). Hence, the first Green
identity leads to


(S0ϕ,ϕ)L2(Σ) = (u|Σ, ∂νui|Σ − ∂νue|Σ)L2(Σ)


= (ui,∆ui)L2(Ωi) + (ue,∆ue)L2(Ωe) + (∇u,∇u)L2(R2;C2)


= (u, u)L2(R2) + (∇u,∇u)L2(R2;C2),


which implies that S0 is a nonnegative self-adjoint operator in L2(Σ). Eventu-
ally, by the interpolation result [3, Theorem 3.2], which applies to S−1


0 , we have
dom S


−1/2
0 = H1/2(Σ). Thus, we get ran S


1/2
0 = H1/2(Σ) and S


1/2
0 is a bijective


bounded operator from L2(Σ) onto H1/2(Σ).


The last assertion is a direct consequence of (i) and (ii). In fact, for even l this follows
from repeated applications of (i), whereas for odd l we use S


l/2
0 = S


(l−1)/2
0 S


1/2
0 , (ii)


and repeated applications of (i). �


Proof of Proposition 2.4. Assume that ranA ⊂ H l/2(Σ) for some l ∈ {1, . . . , 2k + 1}.
It will be shown first that the operator Al : H → H l/2(Σ), Alf = Af , is continuous.
In fact, consider a sequence (fn) ⊂ H such that


fn → f in H and Alfn → g in H l/2(Σ) as n→∞.


Then f ∈ H = domAl and as A ∈ B(H, L2(Σ)) we have Alfn = Afn → Af in
L2(Σ) for n → ∞. On the other hand, since H l/2(Σ) is continuously embedded in
L2(Σ) we also have Afn = Alfn → g in L2(Σ). Thus, Alf = Af = g and hence Al is
closed and defined on all of H. This implies Al ∈ B(H, H l/2(Σ)).


Now consider the operator S0 in Lemma 2.5 as a nonnegative bounded self-adjoint
operator in L2(Σ) and note that the integral kernel in (2.10) is the kernel of the
polyhomogeneous pseudodifferential operator (−∆ + 1)−1, which is of order −2.
Therefore, [2, Theorem 2.9] applies (for the class P0) and yields that


S0 ∈ S1,∞(L2(Σ)).


Hence, the spectral theorem implies


(2.14) St0 ∈ S1/t,∞(L2(Σ)), t > 0.


On the other hand, it follows from Lemma 2.10 that Sl/20 ∈ B(L2(Σ), H l/2(Σ)) is
bijective and hence also S


−l/2
0 ∈ B(H l/2(Σ), L2(Σ)). Since


A = S
l/2
0 S


−l/2
0 Al and S


−l/2
0 Al ∈ B(H, L2(Σ))


we conclude from (2.14) with t = l/2 that A ∈ S2/l,∞(H, L2(Σ)). �
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2.3. Compact perturbations of self-adjoint operators. In this subsection we dis-
cuss some special results on compact perturbations. In the following let T be a
self-adjoint operator in a Hilbert space H and let Λ ∈ R be an isolated eigenvalue
of T of infinite multiplicity with the corresponding eigenprojection PΛ. Further-
more, let τ± > 0 be such that


(Λ− 2τ−,Λ + 2τ+) ∩ σ(T ) = {Λ}.


For a self-adjoint operator W in H with corresponding spectral measure EW (·) we
denote by


(2.15) W+ =


∫ ∞
0


λ dEW (λ) and W− = −
∫ 0


−∞
λ dEW (λ)


the nonnegative and nonpositive part of W , respectively. Note that both W+ and
W− are nonnegative self-adjoint operators in H and that the identities W = W+ −
W− and |W | = W+ + W− hold. Now assume, in addition, that the self-adjoint
operator W in H is compact and denote by


µ±1 ≥ µ
±
2 ≥ µ


±
3 ≥ · · · ≥ 0


the eigenvalues of PΛW±PΛ ≥ 0 in nonincreasing order with multiplicities taken
into account and by


(2.16) λ−1 ≤ λ
−
2 ≤ · · · ≤ Λ ≤ · · · ≤ λ+


2 ≤ λ
+
1


the eigenvalues of T +W in the interval (Λ− τ−,Λ + τ+). If there are only finitely
many λ+


k > Λ we set λ+
k = Λ for all larger k ∈ N, the same convention is used for


λ−k . In the next proposition we state double-sided estimates of λ±k in terms of µ±k ,
assuming that either W− = 0 or W+ = 0.


Proposition 2.6. [67, Proposition 2.2] Let T and W = W+ −W− be as above. Then the
following holds.


(i) If rank (PΛW+PΛ) =∞ and W− = 0 then the eigenvalues of T +W accumulate
to Λ only from above and for ε > 0 there exists ` ∈ N such that


(1− ε)µ+
k+` ≤ λ


+
k − Λ ≤ (1 + ε)µ+


k−`


for all k ∈ N sufficiently large.
(ii) If rank (PΛW−PΛ) =∞ and W+ = 0 then the eigenvalues of T +W accumulate


to Λ only from below and for ε > 0 there exists ` ∈ N such that


(1− ε)µ−k+` ≤ Λ− λ−k ≤ (1 + ε)µ−k−`


for all k ∈ N sufficiently large.


Remark 2.7. If rank (PΛW+PΛ) <∞ or rank (PΛW+PΛ) <∞ in Proposition 2.6 then
still the upper estimates


λ+
k − Λ ≤ (1 + ε)µ+


k−` or Λ− λ−k ≤ (1 + ε)µ−k−`,


respectively, for k ∈ N sufficiently large remain valid. This follows from the proof
of [67, Proposition 2.2].
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In the following, we denote by NI(A) the number of eigenvalues of a self-adjoint
operator A in an interval I ⊂ R \ σess(A) counted with multiplicities. The next
standard perturbation lemma will be useful. We state it for the convenience of the
reader.


Lemma 2.8. [15, §9.3, Theorem 3 and §9.4, Lemma 3] Let C,D ∈ B(H) be self-adjoint
operators such that V := D − C is compact with σ(V ) ⊆ [v−, v+]. Let I = (c−, c+) ⊂ R
be an interval satisfying I ∩ σess(C) = ∅. Then the following hold.


(i) If rankV = r <∞, then NI(C) ≤ NI(D) + r.


(ii) If I′ := (c− + v−, c+ + v+) ∩ σess(C) = ∅, then NI(C) ≤ NI′(D).


The next proposition complements Proposition 2.6 and Remark 2.7. If the definite-
ness assumption on W is dropped then one still obtains one-sided estimates on
λ+
k − Λ and Λ− λ−k .


Proposition 2.9. Let T and W = W+ −W− be as above. Then the following holds.


(i) For ε > 0 there exists ` ∈ N such that


λ+
k − Λ ≤ (1 + ε)µ+


k−`


for all k ∈ N sufficiently large.
(ii) For ε > 0 there exists ` ∈ N such that


Λ− λ−k ≤ (1 + ε)µ−k−`


for all k ∈ N sufficiently large.


Proof. It suffices to prove item (i); the proof of (ii) is analogous. Moreover, it is no
restriction to assume Λ = 0. Throughout the proof we denote the eigenvalues in
the interval [0, τ+) of the operator SU = T + U with a generic compact self-adjoint
perturbation U by


(2.17) λ+
1 (SU ) ≥ λ+


2 (SU ) ≥ λ+
3 (SU ) ≥ · · · ≥ 0,


which are repeated with multiplicities taken into account.


Let us fix ε > 0. Since W− is compact and nonnegative, it can be decomposed as
W− = F− + R−, where rankF− = r0 < ∞ and the operator R− satisfies σ(R−) ⊆
[0, τ+]. Hence, the operator SW = T +W can be written as


SW = T +W+ − F− −R−.


If rank (PΛW+PΛ) = ∞ then Proposition 2.6 (i) applies for the operator SW+ =


T +W+ and yields


(2.18) λ+
k (SW+) ≤ (1 + ε)µ+


k−`0
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for some `0 ∈ N and all k ∈ N sufficiently large; in the case rank (PΛW+PΛ) <∞ the
estimate (2.18) follows from Remark 2.7. Since the rank of F− is finite, Lemma 2.8 (i)
with C = SW+ and D = SW+−F− and (2.18) imply


(2.19) λ+
k (SW+−F−) ≤ λ+


k−r0(SW+) ≤ (1 + ε)µ+
k−`1


for `1 := `0 + r0 and all k ∈ N sufficiently large. Further, we set


(2.20) r1 := N[τ+,2τ+)(SW+−F−) ∈ N0.


Note that the operator SW can be decomposed as SW = SW+−F− − R−. Now we
apply Lemma 2.8 (ii) with C = SW , D = SW+−F− , V = R−, [v−, v+] = [0, τ+] and
I = (t, τ+) for t ∈ (0, τ+), and conclude together with (2.20) that


N(t,τ+)(SW ) ≤ N(t,2τ+)(SW+−F−) = N(t,τ+)(SW+−F−) + r1.


Since we only consider eigenvalues in the interval [0, τ+) (see (2.16) and (2.17)) this
estimate and (2.19) with ` := `1 + r1 lead to


λ+
k (SW ) ≤ λ+


k−r1(SW+−F−) ≤ (1 + ε)µ+
k−`


for all k ∈ N sufficiently large. �


The last proposition of this subsection characterizes the total variation of the dis-
crete spectrum under a trace class perturbation.


Proposition 2.10. [26, Corollary 5.1.2] Let C,D ∈ B(H) be self-adjoint operators such
that D − C ∈ S1(H). Then ∑


λ∈σdisc(C)


dist (λ, σ(D)) <∞.


The above proposition is a variant of an older theorem by T. Kato [52, Theorem II].
In this form, the statement is particularly convenient to apply for perturbed Landau
Hamiltonians.


2.4. A class of Toeplitz-type operators. In this subsection we define and recall
properties of Toeplitz-type operators related to Landau Hamiltonians. In the fol-
lowing let Σ be the boundary of a bounded C1,1-domain Ω ⊂ R2 and let Γ ⊂ Σ be a
closed subset of Σ. Note that Γ and Σ are both compact subsets of R2. In particular,
Γ can be a subarc of Σ with two endpoints, a union of finitely many such subarcs,
or coincide with Σ. The latter three geometric settings are of particular importance
for our considerations. In fact, in our applications Γ is typically the essential sup-
port of the strength α ∈ L∞(Σ) of the δ-interaction for the Hamiltonian Aα. Recall
that the (essential) support of α is a closed subset of Σ uniquely defined by


suppα := Σ \
⋃{


σ ⊂ Σ: σ is open and α = 0 a.e. in σ
}


;


cf. [57, Section 1.5]. We introduce the Hilbert spaceL2(Γ) with the usual inner prod-
uct (·, ·)L2(Γ), defined by means of the natural arc-length measure on Σ restricted
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to Γ. We denote by |Γ| the arc-length measure of Γ, that is, the length of Γ. Corol-
lary 2.3 implies that the trace mapping H1


A(R2) 3 u 7→ u|Γ ∈ L2(Γ) is well defined
and bounded.


We denote by Pq : L2(R2) → L2(R2), q ∈ N0, the orthogonal projection onto the
spectral subspace corresponding to the eigenvalue Λq = B(2q + 1) of the Landau
Hamiltonian A0; cf. Proposition 2.1. Following the lines of [67, Section 4], we intro-
duce a family of Toeplitz-type operators, which correspond to the formal product
PqδΓPq.


Proposition 2.11. For all q ∈ N0 the symmetric sesquilinear form


(2.21) tΓq [f, g] :=
(
(Pqf)|Γ, (Pqg)|Γ


)
L2(Γ)


, dom tΓq = L2(R2),


is well defined and bounded.


Proof. Note that for any f ∈ L2(R2) we have


tΓq [f, f ] = ‖(Pqf)|Γ‖2L2(Γ) ≤ ‖(Pqf)|Σ‖2L2(Σ) ≤ ε‖∇APqf‖2L2(R2) + c(ε)‖Pqf‖2L2(R2)


with ε > 0 and c(ε) > 0 by Corollary 2.3. Using (2.2) and the first representation
theorem we find


‖∇APqf‖2L2(R2) = a0[Pqf, Pqf ] = (A0Pqf, Pqf)L2(R2) = Λq‖Pqf‖2L2(R2),


and hence tΓq [f, f ] ≤ c′(ε)‖Pqf‖2L2(R2) for some c′(ε) > 0. This implies that the
symmetric sesquilinear form tq is well defined and bounded. �


The Toeplitz-type operators we are interested in can now be defined.


Definition 2.12. For q ∈ N0 the bounded self-adjoint operator in L2(R2) associated with
the form tΓq in (2.21) is denoted by TΓ


q .


Note that TΓ
q = TΓ′


q for closed subsets Γ,Γ′ ⊂ Σ that satisfy |(Γ \ Γ′) ∪ (Γ′ \ Γ)| =


0 and that TΓ
q = 0 if |Γ| = 0. Certain fundamental spectral properties of such


Toeplitz-type operators were obtained in [38, 67]. The operators TΓ
q can be viewed


as variants of a better studied class of Toeplitz operators PqV Pq, where V : R2 → R
is a regular function [38, 67, 68, 75]. Very roughly speaking in our considerations
the δ-distribution supported on Γ plays the role of V . Before we provide some
properties of TΓ


q which are essential for our considerations we first introduce a
notion from potential theory, see [56, §II.4], [78, Appendix A.VIII], and [42, §III.1].


Definition 2.13. The logarithmic energy of a measure µ ≥ 0 on R2 is given by


I(µ) :=


∫
R2


∫
R2


ln
1


|x− y|
dµ(x)dµ(y).


The logarithmic capacity of a compact set K ⊂ R2 is defined by


Cap (K) := sup
{
e−I(µ) : µ ≥ 0 measure on R2, suppµ ⊂ K, µ(K) = 1


}
.
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It is well known (see, e.g., [42, § III]) that the supremum in the definition of the
logarithmic capacity is in fact a maximum. This maximum is attained by the so-
called equilibrium measure. In the next proposition we collect some useful properties
of the logarithmic capacity.


Proposition 2.14. [42, §III] Let K,L ⊂ R2 be compact sets, let η > 0 and consider the
compact set Uη(K) := {x ∈ R2 : dist (x,K) ≤ η}. Then the following holds.


(i) Cap (K) ≤ Cap (L) if K ⊂ L.


(ii) Cap (Uη(K))→ Cap (K) as η → 0+.


Using the notion of logarithmic capacity of Γ one gets an asymptotic upper bound
on the singular values of TΓ


q and even exact asymptotics for them, provided that Γ


is smooth. Note that the singular values of TΓ
q coincide with its eigenvalues since


TΓ
q is a self-adjoint nonnegative operator. Item (i) in the next proposition can be


seen as consequence of [67, Proposition 4.1 (i)]. For the convenience of the reader
we provide a short proof. Item (ii) coincides with [67, Proposition 4.1 (ii)].


Proposition 2.15. Let Γ ⊂ Σ be a closed subset with |Γ| > 0. Then the self-adjoint
Toeplitz-type operator TΓ


q , q ∈ N0, in Definition 2.12 is compact and its singular values
satisfy:


(i) lim supk→∞
(
k! sk(T


Γ
q )
)1/k ≤ B


2


(
Cap (Γ)


)2;


(ii) limk→∞
(
k! sk(T


Γ
q )
)1/k


= B
2


(
Cap (Γ)


)2 if, in addition, Γ is a C∞-smooth arc with
two endpoints. In particular, the operator TΓ


q is of infinite rank.


Proof. (i) Denote by Uη := Uη(Γ) ⊂ R2 the η-neighborhood of Γ for η > 0 as in
Proposition 2.14 and fix a cut-off function ω ∈ C∞0 (R2), 0 ≤ ω ≤ 1, such that ω ≡ 1


on Γ and ω ≡ 0 on R2 \ Uη.


For f ∈ L2(R2) the function ωPqf belongs to domA0 and by Corollary 2.3 we have


(2.22)


tΓq [f, f ] = ‖(Pqf)|Γ‖2L2(Γ) = ‖(ωPqf)|Γ‖2L2(Γ)


≤ ε‖∇AωPqf‖2L2(R2;C2) + c(ε)‖ωPqf‖2L2(R2)


≤ ε‖∇AωPqf‖2L2(R2;C2) + c(ε)‖Pqf‖2L2(Uη)


for ε > 0 and suitable c(ε) > 0. For f ∈ L2(R2) it follows from [71, Proposition 4.2]
that


(2.23)


‖∇AωPqf‖2L2(R2;C2) = (A0Pqf, ω
2Pqf)L2(R2) + (|∇ω|2Pqf, Pqf)L2(R2)


= Λq(ω
2Pqf, Pqf)L2(R2) + (|∇ω|2Pqf, Pqf)L2(R2)


≤ c′‖Pqf‖2L2(Uη),


where we have also used that the supports of ω2 and |∇ω|2 are contained in Uη and
c′ > 0 is some constant. Hence, if χη denotes the characteristic function of Uη we
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conclude from (2.22) and (2.23) the operator inequality


TΓ
q ≤ c′′PqχηPq, c′′ = εc′ + c(ε).


Using [67, Proposition 4.1 (i)] we obtain that


lim sup
k→∞


(
k! sk(T


Γ
q )
)1/k ≤ lim sup


k→∞


(
k! sk(PqχηPq)


)1/k
=
B


2


(
Cap (Uη)


)2
.


Finally, the desired inequality follows from Proposition 2.14 (ii) upon passing to
the limit η → 0+.


The asymptotics in (ii) are shown in [67, Proposition 4.1 (ii)]. �


It is a priori not clear that the rank of the Toeplitz-type operator TΓ
q is infinite with-


out extra regularity assumption on Γ. However, for q = 0 this claim can be deduced
from a result by D. Luecking in [58] (see also its extension in [73]). To this aim, we
define Ψ(z) := 1


4B|z|
2 and consider the Segal-Bargmann (or Fock) space of analytic


functions


F2 :=
{
f : C→ C : f is analytic, e−Ψf ∈ L2(C)


}
.


It was shown in [67, Section 4.2] that the multiplication operator


(2.24) U : F2 → L2(R2), Uf := e−Ψf,


is unitary from F2 onto the subspace ranP0 = ker(A0 − Λ0) of L2(R2). Using this
equivalence it follows easily that the rank of TΓ


0 is infinite.


Proposition 2.16. Let Γ ⊂ Σ be a closed subset with |Γ| > 0. Then the self-adjoint
Toeplitz-type operator TΓ


0 (q = 0) in Definition 2.12 has infinite rank.


Proof. According to the construction in [67, Section 4.2] the operator TΓ
0 is unitarily


equivalent via U in (2.24) to the classical Toeplitz operator TF
µ on F2 defined in [73,


Eq. (1.6)] with the corresponding compactly supported measure µ in R2 given by


G 7→ µ(G) :=


∫
G∩Γ


exp(−2Ψ(z)
)
dσ(z), G ⊂ C ' R2.


Note that the measure µ can not be represented as a sum of finitely many point
measures. Therefore, by [73, Theorem 1.1] the operator TF


µ , and hence also TΓ
0 , are


of infinite rank. �


Later in this paper we show for the case Γ = Σ in Corollary 5.4 that the rank of TΣ
q is


infinite for all q ∈ N with C1,1-smooth Σ using a technique rather different from the
one in [38, 67]. In this context we remark that one can go beyond C1,1-smoothness
up to a Lipschitz boundary by a small modification of the method.
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3. A quasi boundary triple for Landau Hamiltonians


In this section we construct a quasi boundary triple which is suitable to define and
study Landau Hamiltonians with δ-perturbations supported on C1,1-curves. The
notion of quasi boundary triples and their Weyl functions is recalled in Appen-
dix A. From now on we shall assume that the following hypothesis holds.


Hypothesis 3.1. Let Ωi be a bounded C1,1-domain with the boundary Σ := ∂Ωi and let
Ωe := R2 \ Ωi. The unit normal vector field pointing outward of Ωi (and hence inward of
Ωe) will be denoted by ν.


In the following, ∂ν = ν · ∇ and ∂Aν = −iν · ∇A = ∂ν − iν ·A stand for the normal
derivative and the magnetic normal derivative with respect to the normal vector ν
pointing outward of Ωi. Further, we set


Di = H
3/2
∆ (Ωi) :=


{
fi ∈ H3/2(Ωi) : ∆fi ∈ L2(Ωi)


}
,


where the Laplacian is understood in the distributional sense. Recall that the Dirich-
let and Neumann trace maps


Di 3 f 7→ f |Σ ∈ H1(Σ) and Di 3 f 7→ ∂νf |Σ ∈ L2(Σ)


are bounded and surjective; cf. [43, Lemma 3.1 and 3.2]. Note that the spaces H3/2
∆


appear also in [10] in the treatment of non-magnetic Schrödinger operators with
δ-interactions.


In the next lemma we provide variants of the first and second Green identity in the
present situation.


Lemma 3.2. For fi, gi ∈ Di one has∇2
Afi,∇2


Agi ∈ L2(Ωi) and the following holds.


(i) (∇2
Afi, gi)L2(Ωi) = (∇Afi,∇Agi)L2(Ωi;C2) − (∂Aν fi|Σ, gi|Σ)L2(Σ).


(ii) (∇2
Afi, gi)L2(Ωi) − (fi,∇2


Agi)L2(Ωi) = (fi|Σ, ∂Aν gi|Σ)L2(Σ) − (∂Aν fi|Σ, gi|Σ)L2(Σ).


Proof. For fi ∈ Di and all hi ∈ C∞0 (Ωi) one has(
fi,∇2


Ahi


)
L2(Ωi)


=
(
fi, (−∆ + 2iA · ∇+ A2)hi


)
L2(Ωi)


=
(
−∆fi, hi


)
L2(Ωi)


+
(
(2iA · ∇+ A2)fi, hi


)
L2(Ωi)


,


where∇ ·A = 0 and also H1
A(Ωi) = H1(Ωi) were used. This shows


∇2
Afi = −∆fi + (2iA · ∇+ A2)fi ∈ L2(Ωi).


It follows from the divergence theorem and the particular form of A that


B[fi, gi] := (i∇fi,Agi)L2(Ωi;C2) − (Afi, i∇gi)L2(Ωi;C2) = (i(ν ·Afi)|Σ, gi|Σ)L2(Σ)
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holds for fi, gi ∈ Di. Now a simple computation


(∇Afi,∇Agi)L2(Ωi;C2) − (∇2
Afi, gi)L2(Ωi)


=
[
(∇fi,∇gi)L2(Ωi;C2) −


(
−∆fi, gi


)
L2(Ωi)


]
−B[fi, gi]


= (∂νfi|Σ, gi|Σ)L2(Σ) − (i(ν ·Afi)|Σ, gi|Σ)L2(Σ) = (∂Aν fi|Σ, gi|Σ)L2(Σ)


yields the identity in (i). The identity in (ii) follows from (i). �


In order to define an appropriate counterpart of the space Di on the exterior domain
Ωe one has to pay some attention to the properties of the functions in a neighbor-
hood of∞. This leads to the following construction. Fix some bounded open set K
such that Ωi ⊂ K and define


De :=
{
fe ∈ H1


A(Ωe) : ∇2
Afe ∈ L2(Ωe), fe � (K ∩ Ωe) ∈ H3/2


∆ (K ∩ Ωe)
}
,


where H3/2
∆ (K ∩Ωe) := {h ∈ H3/2(K ∩Ωe) : ∆h ∈ L2(K ∩Ωe)}. Using [43, Lemma


3.1 and 3.2] one checks that the Dirichlet and Neumann trace maps


De 3 f 7→ f |Σ ∈ H1(Σ) and De 3 f 7→ ∂νf |Σ ∈ L2(Σ)


are bounded and surjective.


In the same way as in Lemma 3.2 one obtains the following statements. Observe
that ν is pointing inwards in Ωe, which leads to different signs compared to Lemma 3.2.


Lemma 3.3. For fe, ge ∈ De the following holds.


(i) (∇2
Afe, ge)L2(Ωe) = (∇Afe,∇Age)L2(Ωe;C2) + (∂Aν fe|Σ, ge|Σ)L2(Σ).


(ii) (∇2
Afe, ge)L2(Ωe)−(fe,∇2


Age)L2(Ωe) = −(fe|Σ, ∂Aν ge|Σ)L2(Σ)+(∂Aν fe|Σ, ge|Σ)L2(Σ).


Next, we introduce the operator T acting in L2(R2) by


Tf := ∇2
Afi ⊕∇2


Afe, domT :=
{
f = fi ⊕ fe ∈ Di ⊕De : fi|Σ = fe|Σ


}
,


and the trace mappings Γ0,Γ1 : domT → L2(Σ) by


(3.1) Γ0f := ∂Aν fi|Σ − ∂Aν fe|Σ = ∂νfi|Σ − ∂νfe|Σ and Γ1f := f |Σ.


Then we have the following result, which is important for our further investiga-
tions in the next section.


Theorem 3.4. Let T be as above and define


S := A0 �
{
f ∈ H2


A(R2) : f |Σ = 0
}
.


Then S is a densely defined, closed, symmetric operator and {L2(Σ),Γ0,Γ1} is a quasi
boundary triple for T ⊂ S∗. Moreover, T � ker Γ0 coincides with the Landau Hamiltonian
A0 and ran Γ0 = L2(Σ).
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Proof. We apply Theorem A.2 to prove the claim. Using that the traces of fi, fe and
gi, ge coincide on Σ for f, g ∈ domT , we get from Lemma 3.2 (ii) and Lemma 3.3 (ii)
that
(Tf, g)L2(R2) − (f, Tg)L2(R2)


=(∇2
Afi, gi)L2(Ωi) − (fi,∇2


Agi)L2(Ωi) + (∇2
Afe, ge)L2(Ωe) − (fe,∇2


Age)L2(Ωe)


=(fi|Σ, ∂Aν gi|Σ)L2(Σ)−(∂Aν fi|Σ, gi|Σ)L2(Σ)−(fe|Σ, ∂Aν ge|Σ)L2(Σ)+(∂Aν fe|Σ, ge|Σ)L2(Σ)


=(f |Σ, ∂Aν gi|Σ − ∂Aν ge|Σ)L2(Σ)−(∂Aν fi|Σ − ∂Aν fe|Σ, g|Σ)L2(Σ)


=(Γ1f,Γ0g)L2(Σ) − (Γ0f,Γ1g)L2(Σ),


that is, the Green identity holds.


Next, it follows from the Green identity that the operator T � ker Γ0 is symmetric
in L2(R2). It is easy to see that the self-adjoint Landau Hamiltonian A0 is contained
in T � ker Γ0 and consequently A0 = T � ker Γ0. Furthermore, let χ ∈ C∞0 (R2) be
a cut-off function which is identically equal to one in a neighborhood of Ωi and set
χe = χ|Ωe . Then the space{(


fi


χefe


)
: fi ∈ H2(Ωi), fe ∈ H2(Ωe), fe|Σ = fi|Σ


}
,


is contained in domT . Thus, it follows from the properties of the trace map-
pings [60, Theorem 3] that


H1/2(Σ)×H3/2(Σ) ⊂ ran


(
Γ0


Γ1


)
,


i.e. ran (Γ0,Γ1)> is dense in L2(Σ) × L2(Σ). Furthermore, it is clear that also
ker(Γ0,Γ1)> = domS is dense in L2(R2).


Finally, to show that Γ0 is surjective we use the single layer potential SL : L2(Σ)→
L2(R2) associated to Σ and the Helmholtz equation −∆ + 1; cf. [61, Chapter 6]. To
be more precise, for ϕ ∈ L2(Σ) define the function f := χ̃SLϕ, where χ̃ ∈ C∞0 (R2) is
a cutoff function such that χ ≡ 1 in a neighborhood of Σ. Then using the properties
of the single layer potential from [61, Theorem 6.11 and Theorem 6.13] we see that
f belongs to domT and Γ0f = ϕ. Now Theorem A.2 leads to the assertions. �


In the next step we compute the γ-field and the Weyl function associated to the
quasi boundary triple {L2(Σ),Γ0,Γ1} from Theorem 3.4. Recall that Gλ in (2.4) is
the integral kernel of the resolvent of the Landau Hamiltonian.


Proposition 3.5. Let λ ∈ ρ(A0) and letGλ be given by (2.4). Then the values of the γ-field
γ(λ) and of the Weyl function M(λ) satisfy the following.


(i) The operator γ(λ) ∈ B(L2(Σ), L2(R2)) is given by


γ(λ)ϕ(x) =


∫
Σ
Gλ(x, y)ϕ(y)dσ(y), ϕ ∈ L2(Σ), x ∈ R2,


and belongs to the weak Schatten-von Neumann ideal S2/3,∞(L2(Σ), L2(R2)).
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(ii) The adjoint operator γ(λ)∗ ∈ B(L2(R2), L2(Σ)) is given by


γ(λ)∗f(x) =


∫
R2


Gλ(x, y)f(y)dy, f ∈ L2(R2), x ∈ Σ,


and belongs to the weak Schatten-von Neumann ideal S2/3,∞(L2(R2), L2(Σ)).


(iii) The operator M(λ) ∈ B(L2(Σ)) is given by


M(λ)ϕ(x) =


∫
Σ
Gλ(x, y)ϕ(y)dσ(y), ϕ ∈ L2(Σ), x ∈ Σ,


and belongs to the weak Schatten-von Neumann ideal S1,∞(L2(Σ)).


In particular, the operators γ(λ), γ(λ)∗, and M(λ) are compact.


Proof. First, we verify statement (ii). Since γ(λ)∗ = Γ1(A0−λ)−1, the representation
of γ(λ)∗ follows directly from the form of the resolvent of A0 in Proposition 2.1.
Moreover, as ran (A0 − λ)−1 = domA0 = H2


A(R2), and since this space coincides
locally with H2(R2), we conclude from the boundedness of Σ and the mapping
properties of the trace map that ran γ(λ)∗ = Γ1(H2(R2)) = H3/2(Σ). Therefore,
Proposition 2.4 with k = 1 and l = 3 shows γ(λ)∗ ∈ S2/3,∞(L2(R2), L2(Σ)).


The claim of item (i) follows from (ii) by taking adjoints, asGλ(y, x) = Gλ(x, y) and
dom γ(λ) = ran Γ0 = L2(Σ).


Finally, the representation of the Weyl function follows immediately from M(λ) =


Γ1γ(λ) and item (i). In particular, since ranM(λ) ⊂ ran Γ1 ⊂ H1(Σ) we conclude
from Proposition 2.4 with k = 1 and l = 2 that M(λ) ∈ S1,∞(L2(Σ)). �


Next, we provide a useful estimate on the decay of the Weyl function M , which is
an application of Theorem A.5 for the quasi boundary triple in Theorem 3.4. Recall
that minσ(A0) = B ≥ 0; cf. Proposition 2.1.


Proposition 3.6. For all ε ∈ (0, 1
2) and all w0 < B there exists a constant D > 0 such


that
‖M(λ)‖ ≤ D


|λ−B|1/2−ε
, λ < w0.


Proof. Let w0 < B and fix λ < w0. We check that the operator Γ1(A0 − λ)−β is
bounded and everywhere defined for β = 1


4 + ε
2 . In fact, let−∆ be the free Laplacian


defined on H2(R2) and let f ∈ L2(R2). Using the diamagnetic inequality (2.5), the
trace theorem and the boundedness of (−∆ − λ)−β : L2(R2) → H2β(R2) we find
constants C1, C2 > 0 such that∥∥Γ1(A0 − λ)−βf


∥∥2


L2(Σ)
=


∫
Σ


∣∣(A0 − λ)−βf
∣∣2dσ ≤ ∫


Σ


∣∣(−∆− λ)−β|f |
∣∣2dσ


=
∥∥((−∆− λ)−β|f |


)∣∣
Σ


∥∥2


L2(Σ)
≤ C1


∥∥(−∆− λ)−β|f |
∥∥2


H2β(R2)


≤ C2‖f‖2L2(R2).
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Hence Γ1(A0 − λ)−β is bounded. Now Theorem A.5 leads to the assertion. �


Finally, we provide an auxiliary lemma which is essential in the proof of Propo-
sition 4.9. Recall that AΩi


D denotes the Landau Hamiltonian in Ωi with Dirichlet
boundary conditions, which was defined via the quadratic form in (2.7). Since Ωi


is bounded one has σess(A
Ω
D) = ∅; cf. (2.8).


Lemma 3.7. For any q ∈ N0 one has


dim ker(S − Λq) ≤ dim ker(AΩi
D − Λq)


and, in particular, the space ker(S − Λq) is finite-dimensional.


Proof. Assume that dim ker(AΩi
D − Λq) = k for some k ∈ N0 and suppose that


h1, . . . , hk+1 ∈ ker(S − Λq) are linearly independent. Set hi
j = hj |Ωi and he


j = hj |Ωe


for j = 1, 2, . . . , k + 1. It is clear that hi
1, . . . , h


i
k+1 ∈ ker(AΩi


D − Λq) and hence we
conclude without loss of generality that there exist β1, . . . , βk ∈ C such that


(3.2) hi
k+1 =


k∑
j=1


βjh
i
j .


Note that also he
1, . . . , h


e
k+1 ∈ ker(AΩe


D − Λq) and as h1, . . . , hk+1 ∈ domS it follows
that


∂νh
e
j |Σ = ∂νh


i
j |Σ, j = 1, . . . , k + 1.


Now observe that for the function


ge := he
k+1 −


k∑
j=1


βjh
e
j ∈ ker(AΩe


D − Λq)


one has by (3.2)


∂νg
e|Σ = ∂νh


e
k+1|Σ −


k∑
j=1


βj∂νh
e
j |Σ = ∂νh


i
k+1|Σ −


k∑
j=1


βj∂νh
i
j |Σ = 0


and hence unique continuation [81] (see also the proof of Proposition 2.5 in [13])
yields ge = 0. But this implies


he
k+1 =


k∑
j=1


βjh
e
j


and together with (3.2) we conclude


hk+1 =
k∑
j=1


βjhj ;


a contradiction, since by assumption the functions h1, . . . , hk+1 are linearly inde-
pendent. �
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4. Landau Hamiltonians with singular potentials


In this section we define and study the Landau Hamiltonian Aα with a δ-potential
supported on Σ with a position-dependent real strength α ∈ L∞(Σ). We shall
use the quasi boundary triple {L2(Σ),Γ0,Γ1} from Theorem 3.4 and its γ-field and
Weyl function to derive various properties for the operator Aα and its resolvent. As
in the previous section we assume that Hypothesis 3.1 holds.


4.1. Definition of Aα, self-adjointness, and qualitative spectral properties. Let
us start with the rigorous definition of Aα.


Definition 4.1. Let α ∈ L∞(Σ) be a real function. The Landau Hamiltonian with δ-
potential of strength α supported on Σ is defined as the operator Aα := T � ker(Γ0 +αΓ1)


in L2(R2), or, more explicitly


Aαf := (∇2
Afi)⊕ (∇2


Afe)


domAα :=
{
f = fi ⊕ fe ∈ Di ⊕De : fi|Σ = fe|Σ, ∂νfe|Σ − ∂νfi|Σ = αf |Σ


}
.


(4.1)


Note that the jump of the normal derivatives ∂νfe|Σ − ∂νfi|Σ in (4.1) can also be
replaced by the jump of the magnetic normal derivatives ∂Aν fe|Σ− ∂Aν fi|Σ; cf. (3.1).


In the next theorem we prove that Aα is self-adjoint, obtain a version of the Birman-
Schwinger principle, and derive a Krein-type resolvent formula, which also implies
that the resolvent difference of Aα and A0 is compact. Moreover, we estimate the
decay of the singular values for this resolvent difference. As a direct consequence,
we obtain a characterisation of the essential spectrum for Aα.


Theorem 4.2. Let {L2(Σ),Γ0,Γ1} be the quasi boundary triple from Theorem 3.4 with
A0 = T � ker Γ0, γ-field γ and Weyl function M . Let α ∈ L∞(Σ) be real and let Aα be as
in Definition 4.1. Then the following assertions hold.


(i) Aα is a self-adjoint operator in L2(R2).


(ii) λ /∈ σ(A0) is an eigenvalue of Aα if and only if −1 ∈ σp(αM(λ)).


(iii) For all λ ∈ ρ(Aα) ∩ ρ(A0) one has (1 + αM(λ))−1 ∈ B(L2(Σ)) and


(4.2) (Aα − λ)−1 − (A0 − λ)−1 = −γ(λ)
(
1 + αM(λ)


)−1
αγ(λ)∗.


(iv) For all λ ∈ ρ(Aα) ∩ ρ(A0) the singular values sk of the resolvent difference (4.2) are
in O(k−3) and, in particular, the operator (4.2) is in Sp(L


2(R2)) for all p > 1
3 .


(v) σess(Aα) = σess(A0) = σ(A0) = {B(2q + 1): q ∈ N0}.


Proof. Items (i)-(iii) follow from Corollary A.4 with B = −α. In fact, we have
‖αM(λ0)‖ < 1 for λ0 < 0 with sufficiently large absolute value using α ∈ L∞(Σ)


and Proposition 3.6. To prove (iv) note that (1+αM(λ))−1α ∈ B(L2(Σ)). By Propo-
sition 3.5 we have γ(λ) ∈ S2/3,∞(L2(Σ), L2(R2)) and γ(λ)∗ ∈ S2/3,∞(L2(R2), L2(Σ)),
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and together with (2.9) this implies (iv). Finally, (v) is an immediate consequence
of (iv) and well-known perturbation results. �


Remark 4.3. The estimate of the singular values in Theorem 4.2 (iv) is known to be
sharp in the absence of a magnetic field (that is, B = 0) if both Σ and α are C∞-
smooth; cf. [10, Theorem C (i)] and [7, Theorem 5.1]. The magnetic case is new in
this setting. A similar estimate for the magnetic Robin Laplacian on an exterior
domain is contained in [45, Lemma 2.2 and Remark 2.4].


In the following proposition we show that Aα can also be defined as the self-adjoint
operator corresponding to the quadratic form aα in (1.2); cf. [63].


Proposition 4.4. The symmetric sesquilinear form aα


(4.3) aα[f, g] =
(
∇Af,∇Ag)L2(R2;C2) +


(
αf |Σ, g|Σ


)
L2(Σ)


, dom aα = H1
A(R2),


is densely defined, closed, bounded from below, and C∞0 (R2) is a core for aα. The corre-
sponding self-adjoint operator coincides with Aα in Definition 4.1 and, in particular, the
operator Aα is bounded from below and satisfies minσ(Aα) ≤ minσ(A0) = B.


Proof. Recall first that the form a0 corresponding to the Landau Hamiltonian in (2.2)
is densely defined, nonnegative, closed, and C∞0 (R2) is a core for a0. Consider the
form


bα[f, g] :=


∫
Σ
αf |Σg|Σ dσ, dom bα := H1


A(R2),


and note that bα is well defined by Corollary 2.3. It is clear that aα = a0 + bα is
densely defined. Choose ε > 0 such that ε‖α‖L∞(Σ) < 1. Then by Corollary 2.3∣∣bα[f, f ]


∣∣ ≤ ∫
Σ
|α||f |Σ|2dσ ≤ ‖α‖L∞(Σ)‖f‖2L2(Σ)


≤ ε‖α‖L∞(Σ)‖∇Af‖2L2(R2;C2) + c(ε)‖α‖L∞(Σ)‖f‖2L2(R2)


(4.4)


holds for all f ∈ H1
A(R2). Therefore, bα is form bounded with respect to a0 with


form bound less than one and hence the KLMN theorem (see [72, Theorem X.17]
or [51, §6 Theorem 1.33 and Theorem 2.1]) implies that aα is closed, bounded from
below, and C∞0 (R2) is a core of aα.


In order to show that the corresponding self-adjoint operator coincides with Aα let
f ∈ domAα ⊂ H1


A(R2) and g ∈ C∞0 (R2). Then


αf |Σ = ∂νfe|Σ − ∂νfi|Σ = ∂Aν fe|Σ − ∂Aν fi|Σ
and hence it follows from Lemma 3.2 and Lemma 3.3 that


(Aαf, g)L2(R2) =
(
∇Af,∇Ag


)
L2(R2;C2)


+
(
∂Aν fe|Σ − ∂Aν fi|Σ, g|Σ


)
L2(Σ)


= aα[f, g].


Since C∞0 (R2) is a core for aα it follows from the first representation theorem [51,
§6 Theorem 2.1] that the self-adjoint operator Aα is contained in the self-adjoint
operator representing the form aα, and hence both coincide. This also implies that
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Aα is bounded from below (with the same lower bound as the form aα) and the
inequality minσ(Aα) ≤ minσ(A0) = B follows from Proposition 2.1. �


For later use we note here a simple consequence of Proposition 4.4: it follows
from (4.4) that there are constants C1, C2 with C1 ∈ (0, 1) such that


‖∇Af‖2L2(R2;C2) = aα[f ]− bα[f ] ≤ aα[f ] + C1‖∇Af‖2L2(R2;C2) + C2‖f‖2L2(R2)


holds for all f ∈ H1
A(R2), where bα is defined as in the proof above. Hence, there


exist constants c1, c2 > 0 such that


‖∇Af‖2L2(R2;C2) ≤ c1aα[f ] + c2‖f‖2L2(R2), f ∈ H1
A(R2).(4.5)


4.2. Approximation of Aα by Landau Hamiltonians with regular potentials. Be-
fore we proceed further with the spectral analysis of Aα, we show that this opera-
tor can be regarded as the limit of a family of Landau Hamiltonians with squeezed
regular potentials which are supported in a small neighborhood of the interaction
support Σ. This justifies Aα as an idealized model for Landau Hamiltonians with
regular potentials localized in a neighborhood of Σ.


In order to avoid complicated notation and technical difficulties we discuss the
case that the bounded C1,1-domain Ωi is simply connected, so that the boundary
Σ = ∂Ωi is given by one regular, closed C1,1-curve in R2 without self-intersections.
The more general case can be treated in a similar way. For ε > 0 we define


Σε :=
{
xΣ + tν(xΣ) : xΣ ∈ Σ, t ∈ (−ε, ε)


}
.


Since Σ is a closed and bounded C1,1-curve, there exists some β > 0 such that the
mapping


(4.6) Σ× (−ε, ε) 3 (xΣ, t) 7→ xΣ + tν(xΣ) ∈ Σε


is bijective for all ε ∈ (0, β), cf. [40, Section 3] and [55, Section 1.2]. Choose a fixed
real V ∈ L∞(R2) which is supported in Σβ and define the squeezed potentials
Vε ∈ L∞(R2) by


(4.7) Vε(x) :=


{
β
εV
(
xΣ + β


ε tν(xΣ)
)
, if x = xΣ + tν(xΣ) ∈ Σε,


0, if x /∈ Σε.


Note that the function Vε is supported in Σε by definition. We introduce for ε ∈
(0, β) in L2(R2) the operator


(4.8) Hεf := A0f + Vεf, domHε = domA0 = H2
A(R2),


which is self-adjoint, since A0 is self-adjoint and Vε is real and bounded.


The following theorem contains the result that Hε converges in the norm resolvent
sense to Aα; we would like to point out that the interaction strength α of the limit
operator is some suitable mean value of the potential V along the normal direction,
see (4.9) below. Our proof uses a method which differs from the one in [6, 31, 32].
Since this proof is of more technical nature we postpone it to Appendix B.
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Theorem 4.5. Let V ∈ L∞(R2) be real and supported in Σβ , let ε ∈ (0, β) and Vε be as
in (4.7), let Hε be given by (4.8), and define α ∈ L∞(Σ) by


(4.9) α(xΣ) :=


∫ β


−β
V (xΣ + tν(xΣ))dt, xΣ ∈ Σ.


Then for λ ∈ C \ R there exists a constant c > 0 (depending on λ) such that∥∥(Hε − λ)−1 − (Aα − λ)−1
∥∥ ≤ c√ε.


In particular, Hε converges in the norm resolvent sense to Aα as ε→ 0.


In the following corollary we show a converse of Theorem 4.5: given an α ∈ L∞(Σ)


there is a potential V such that the corresponding operators Hε converge to Aα.


Corollary 4.6. Let α ∈ L∞(Σ) be real and define almost everywhere in R2 the function


V (x) :=


{
1


2βα(xΣ), if x = xΣ + tν(xΣ) ∈ Σβ,


0, if x /∈ Σβ,


and for ε ∈ (0, β) the scaled potentials Vε by (4.7). Then the operators Hε in (4.8) satisfy∥∥(Hε − λ)−1 − (Aα − λ)−1
∥∥ ≤ c√ε, λ ∈ C \ R,


for some constant c > 0 (depending on λ). In particular, Hε converges in the norm resolvent
sense to Aα as ε→ 0.


4.3. Analysis of the resolvent difference of Aα and A0. In this subsection we in-
vestigate the resolvent difference


(4.10) Wλ := −γ(λ)
(
1 + αM(λ)


)−1
αγ(λ)∗, λ ∈ ρ(Aα) ∩ ρ(A0),


in (4.2) in more detail. First of all we show a useful variant of Krein’s resolvent for-
mula for Aα in which the operator of multiplication with the strength of interaction
α is represented as a product α = α2α1 of two bounded operators α1 and α2.


Lemma 4.7. Let α ∈ L∞(Σ) be real and let Aα be as in Definition 4.1. Let H be a Hilbert
space and let α1 : L2(Σ) → H and α2 : H → L2(Σ) be bounded operators such that the
multiplication operator with α fulfils α = α2α1. For all λ ∈ ρ(Aα) ∩ ρ(A0) one has
(1 + α1M(λ)α2)−1 ∈ B(H) and


(4.11) (Aα − λ)−1 = (A0 − λ)−1 − γ(λ)α2


(
1 + α1M(λ)α2


)−1
α1γ(λ)∗.


Proof. Consider first λ ∈ (−∞, λ0), where λ0 < 0 is chosen such that


‖α1‖ · ‖α2‖ · ‖M(λ)‖ < 1, λ ∈ (−∞, λ0).
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Note that such λ0 exists by Proposition 3.6. Then (1 + α2α1M(λ))−1 ∈ B(L2(Σ)),
(1 + α1M(λ)α2)−1 ∈ B(H), and a direct calculation shows that(


1 + α2α1M(λ)
)−1


α2 − α2


(
1 + α1M(λ)α2


)−1


=
(
1 + α2α1M(λ)


)−1
[
α2


(
1 + α1M(λ)α2


)
−
(
1 + α2α1M(λ)


)
α2


](
1 + α1M(λ)α2


)−1


= 0


holds for all λ ∈ (−∞, λ0). Hence, it follows from Theorem 4.2 and α = α2α1 that


(Aα − λ)−1 = (A0 − λ)−1 − γ(λ)
(
1 + α2α1M(λ)


)−1
α2α1γ(λ)∗


= (A0 − λ)−1 − γ(λ)α2


(
1 + α1M(λ)α2


)−1
α1γ(λ)∗


which is (4.11). Finally, we note that for arbitrary λ ∈ ρ(Aα) ∩ ρ(A0) the formula
(4.11) follows from an analytic continuation argument. �


Next we provide sign properties of the perturbation term Wλ.


Lemma 4.8. Let λ0 < minσ(Aα). If α ∈ L∞(Σ) is such that α(x) ≥ 0 (α(x) ≤ 0) for
a.e. x ∈ Σ then Wλ0 is a nonpositive (nonnegative, respectively) self-adjoint operator in
L2(R2).


Proof. Let a0 and aα be the sesquilinear forms corresponding to A0 and Aα in (2.2)
and in (4.1), respectively. For a nonnegative function α and all f ∈ H1


A(R2) one has
a0[f ] ≤ aα[f ] and hence by [51, §6 Theorem 2.21] the inequality


(Aα − λ0)−1 ≤ (A0 − λ0)−1


holds for λ0 < minσ(Aα). Now (4.2) implies that Wλ0 is nonpositive. The same
argument applies for nonpositive α. �


Recall thatPq denotes the orthogonal projection onto the infinite dimensional eigen-
space ker(A0 − Λq) corresponding to the Landau level Λq, q ∈ N0. Now it will be
shown that for sign-definite functions α the compression PqWλPq of the perturba-
tion term Wλ in (1.5) onto ker(A0 − Λq) is a compact operator which has infinite
rank.


Proposition 4.9. Assume that α ∈ L∞(Σ) and that either α > 0 a.e. or α < 0 a.e. on Σ.
Then there exists λ0 ∈ ρ(Aα)∩ ρ(A0)∩ (−∞, 0) such that the compact operator PqWλ0Pq
has infinite rank.


Proof. We discuss the case α(x) > 0 for a.e. x ∈ Σ. According to Proposition 3.6 we
can choose λ0 ∈ (−∞, 0) such that ‖


√
αM(λ0)


√
α‖ < 1. Using Lemma 4.7 we see


that −PqWλ0Pq can be written in the form


(4.12) − PqWλ0Pq = Pqγ(λ0)
√
α
(
1 +
√
αM(λ0)


√
α
)−1√


αγ(λ0)∗Pq
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andWλ0 is compact in L2(Σ) by Theorem 4.2 (iv). It remains to show that (4.12) has
infinite rank. For this we define


C :=
(
1 +
√
αM(λ0)


√
α
)−1 and D :=


√
αC
√
α.


In the present situation C is a nonnegative self-adjoint operator in L2(Σ) such that
0 ∈ ρ(C) and the operators D and


√
D are both nonnegative and self-adjoint in


L2(Σ). We claim that 0 6∈ σp(D) and hence also 0 6∈ σp(
√
D). In fact, Dϕ = 0 for


some ϕ ∈ L2(Σ) implies


|(C
√
αϕ,ψ)L2(Σ)| ≤ (C


√
αϕ,
√
αϕ)L2(Σ)(Cψ,ψ)L2(Σ)


= (Dϕ,ϕ)L2(Σ)(Cψ,ψ)L2(Σ) = 0


for all ψ ∈ L2(Σ) and hence C
√
αϕ = 0. As 0 ∈ ρ(C) it follows that


√
αϕ = 0 and


the assumption α(x) > 0 for a.e. x ∈ Σ yields ϕ = 0. Therefore, 0 6∈ σp(D) and
0 6∈ σp(


√
D). In particular, ran


√
D is dense in L2(Σ).


Next we claim that


(4.13) ran
(
Pqγ(λ0)


√
D
)


is dense in ker(A0 − Λq)	 ker(S − Λq),


and we recall that the latter space is infinite dimensional by Lemma 3.7 and dim ker(A0−
Λq) =∞. For (4.13) assume that h ∈ ker(A0 − Λq)	 ker(S − Λq) satisfies


(Pqγ(λ0)
√
Dϕ, h)L2(R2) = 0 for all ϕ ∈ L2(Σ).


Using (A.1) one obtains


0 = (Pqγ(λ0)
√
Dϕ, h)L2(R2) = (


√
Dϕ, γ(λ0)∗h)L2(Σ)


=
(√
Dϕ,Γ1(A0 − λ0)−1h


)
L2(Σ)


=
1


Λq − λ0
(
√
Dϕ,Γ1h)L2(Σ)


for all ϕ ∈ L2(Σ). Since ran
√
D is dense in L2(Σ) this implies Γ1h = 0. Further-


more, since h ∈ domA0 also Γ0h = 0. Therefore h ∈ domS∩ker(A0−Λq) and hence
h ∈ ker(S−Λq). By assumption h ∈ ker(A0−Λq)	ker(S−Λq) and thus h = 0, that
is, (4.13) holds.


Now observe that the operator in (4.12) can be written in the form


(4.14) − PqWλ0Pq = Pqγ(λ0)Dγ(λ0)∗Pq = RR∗,


where R = Pqγ(λ0)
√
D. Since kerRR∗ = kerR∗ it follows that


ranRR∗ = ranR


and ranR is infinite dimensional by (4.13). Hence the same is true for ranRR∗ and
also for ranRR∗. Taking into account (4.14) the assertion follows. �
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5. Estimates and asymptotics for the singular values of PqWλPq


In this section we continue our study of the resolvent difference (4.2) of the unper-
turbed Landau Hamiltonian A0 and the Landau Hamiltonian Aα with a δ-potential
supported on Σ. In the following we fix some λ0 < min{0,minσ(Aα)} such that
‖α‖∞‖M(λ0)‖ < 1, which is possible due to Proposition 3.6. For convenience we
use the notation W := Wλ0 for the resolvent difference, that is,


(5.1) W = (Aα − λ0)−1 − (A0 − λ0)−1 = −γ(λ0)
(
1 + αM(λ0)


)−1
αγ(λ0)∗;


cf. (4.10). As before we write W = W+ −W−, where W+ ≥ 0 is the nonnegative
part of W and by W− ≥ 0 is the nonpositive part of W ; cf. (2.15). The orthogonal
projection on the eigenspace ker(A0 − Λq), q ∈ N0, is denoted by Pq. The goal is to
obtain asymptotic estimates and sharp spectral asymptotics for the singular values
of the operators PqW±Pq and Pq|W |Pq, under different sign conditions on α and
smoothness conditions on Σ. This section is split in two subsections dealing with
the C1,1-case and the C∞-case, respectively.


5.1. C1,1-smooth Σ. In this subsection it is assumed that Σ is the boundary of a
bounded C1,1-domain Ωi; cf. Hypothesis 3.1. In the first proposition we consider
the compression Pq|W |Pq of |W | onto ker(A0 − Λq) and estimate this operator by
the Toeplitz-type operator in Definition 2.12. For the lower bound sign-definite
functions α are required.


Proposition 5.1. Let α ∈ L∞(Σ) be real with Γ := suppα, assume |Γ| > 0, and let the
resolvent difference W be as in (5.1). Let TΓ


q be the self-adjoint Toeplitz-type operator as in
Definition 2.12. Then the following holds.


(i) Pq|W |Pq ≤ cTΓ
q and PqW±Pq ≤ c±TΓ


q for some c, c± > 0.


(ii) If α is nonnegative (nonpositive) on Γ and uniformly positive (uniformly negative,
respectively) on a closed subset Γ′ ⊂ Γ such that |Γ′| > 0 then Pq|W |Pq ≥ c′TΓ′


q for
some c′ > 0.


Proof. We start with a preliminary observation. Let χΓ? : Σ → [0, 1] be the char-
acteristic function of some closed subset Γ? ⊂ Σ with |Γ?| > 0 and consider the
bounded operator DΓ? := Pqγ(λ0)χΓ?γ(λ0)∗Pq. For f ∈ L2(R2) we find(


DΓ?f, f
)
L2(R2)


=
(
χΓ?γ(λ0)∗Pqf, χΓ?γ(λ0)∗Pqf


)
L2(Σ)


=
‖(Pqf)|Γ?‖2L2(Γ?)


(Λq − λ0)2
=


tΓ?q [f, f ]


(Λq − λ0)2
,


where (A.1) and Γ1f = f |Σ were used in the second equality. Hence, DΓ? and the
Toeplitz-type operator TΓ?


q are related via


(5.2) DΓ? =
TΓ?
q


(Λq − λ0)2
.
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(i) We prove the claim for W+. The proof for W− is analogous and the estimates for
W+ and W− also imply the estimate for |W | = W+ +W−. Consider the mappings


α1 : L2(Σ)→ L2(Γ), α1φ := (αφ)|Γ,


α2 : L2(Γ)→ L2(Σ), α2ψ :=


{
ψ on Γ,


0 on Σ \ Γ.


It is not difficult to see that the product α2α1 coincides with multiplication operator
with α. Hence, Krein’s formula in Lemma 4.7 implies that the resolvent difference
in (5.1) can be expressed as


(5.3) W = γ(λ0)Cγ(λ0)∗,


where
C := −α2


(
1 + α1M(λ0)α2


)−1
α1 ∈ B(L2(Σ))


is self-adjoint (since W in (5.3) is self-adjoint). The nonnegative part C+ of C can
be estimated by C+ ≤ ‖C‖ in the operator sense. For the nonnegative part W+ of
W we have


W+ = γ(λ0)C+γ(λ0)∗ = γ(λ0)χΓC+χΓγ(λ0)∗


and from(
PqW+Pqf, f


)
L2(R2)


=
(
C+χΓγ(λ0)∗Pqf, χΓγ(λ0)∗Pqf


)
L2(R2)


≤ ‖C‖(DΓf, f)L2(R2)


we obtain PqW+Pq ≤ ‖C‖DΓ. Hence, using (5.2) we find


PqW+Pq ≤
‖C‖


(Λq − λ0)2
TΓ
q ,


and the estimate for W+ in (i) follows with c+ := ‖C‖
(Λq−λ0)2 .


(ii) We prove the claim for nonnegative α. Suppose that α (as well as
√
α) is nonneg-


ative on Γ and uniformly positive on Γ′ ⊂ Γ. Then Krein’s formula in Lemma 4.7
with the mappings


α1 : L2(Σ)→ L2(Γ), α1φ := (
√
αφ)|Γ,


α2 : L2(Γ)→ L2(Σ), α2φ :=


{√
αφ on Γ,


0 on Σ \ Γ,


shows
W = −γ(λ0)α2Ĉα1γ(λ0)∗,


where the middle-term


Ĉ :=
(
1 + α1M(λ0)α2


)−1 ∈ B(L2(Γ))


is self-adjoint and uniformly positive in L2(Γ). Hence, the operator W is nonposi-
tive. Thus, we obtain from (5.2) in the same way as in the proof of (i) that


Pq|W |Pq ≥
(


inf σ(Ĉ)
)
· Pqγ(λ0)χΓ′αχΓ′γ(λ0)∗Pq


≥
(


inf σ(Ĉ)
)(


inf
x∈Γ′


α(x)
)
· Pqγ(λ0)χΓ′γ(λ0)∗Pq ≥ c′TΓ′


q ,
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with


c′ =
inf σ(Ĉ)


(Λq − λ0)2
· inf
x∈Γ′


α(x) > 0.


This proves the inequality in (ii). �


Now we formulate three corollaries of the above proposition. The first one follows
from the upper bound on Pq|W |Pq from Proposition 5.1 (i) and the spectral estimate
for TΓ


q in Proposition 2.15 (i).


Corollary 5.2. Let α ∈ L∞(Σ) be real with Γ = suppα, assume |Γ| > 0, and let the
resolvent difference W be as in (5.1). Then the singular values of the operator Pq|W |Pq,
q ∈ N0, satisfy


lim sup
k→∞


(
k! sk(Pq|W |Pq)


)1/k ≤ B


2


(
Cap (Γ)


)2
.


In particular, the singular values of the operator PqW±Pq, q ∈ N0, satisfy


lim sup
k→∞


(
k! sk(PqW±Pq)


)1/k ≤ B


2


(
Cap (Γ)


)2
.


We remark that in the present C1,1-setting the lower bound in Proposition 5.1 (ii)
in the case of a sign-definite α can not be used directly to conclude a lower bound
on the singular values for PqWPq since the estimate in Proposition 2.15 (i) is only
one-sided. However, the situation is better for the lowest Landau level Λ0. In fact,
Proposition 5.1 (ii) and Proposition 2.16 imply the next corollary.


Corollary 5.3. Consider the resolvent difference W in (5.1) and assume that α 6≡ 0 is
either nonnegative or nonpositive. Then the rank of P0WP0 is infinite.


Proof. Assume that α is nonnegative and α 6≡ 0. Then there exists ε > 0 and Sε ⊂
Γ measurable such that α(x) ≥ ε for a.e. x ∈ Sε. Hence there is also a closed
subset K ⊂ Sε such that |K| > 0 and α > ε on K. Now Proposition 5.1 (ii) and
Proposition 2.16 lead to the statement. �


In Proposition 4.9 it was shown that for positive (or negative) α ∈ L∞(Σ) the rank
of Pq|W |Pq, q ∈ N0, is infinite. This observation leads to an interesting consequence
for Toeplitz-type operators.


Corollary 5.4. The rank of the self-adjoint Toeplitz-type operator TΣ
q , q ∈ N0, in Defini-


tion 2.12 is infinite.


Proof. Consider the self-adjoint operator Aα = A1 with α ≡ 1. Fix λ0 < 0 such
that ‖M(λ0)‖ < 1 and note that the resolvent difference W in (5.1) is nonpositive
by Lemma 4.8. By Proposition 4.9 the rank of PqWPq = PqW−Pq is infinite for all
q ∈ N0. Since PqW−Pq ≤ cTΣ


q by Proposition 5.1 (i) the rank of TΣ
q is infinite as


well. �
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5.2. C∞-smooth setting. Now we pass to the discussion of theC∞-smooth setting.
Here, we are able to get more precise results. In the formulation of the next theo-
rem, and also later on, we denote by Bε(x) ⊂ R2 the disc of radius ε > 0 centered
at x ∈ R2.


Theorem 5.5. Let α ∈ L∞(Σ) be real, assume that Γ = suppα is a C∞-smooth arc
and that α is nonnegative (nonpositive) on Γ and uniformly positive (uniformly negative,
respectively) on the truncated arc Γε := {x ∈ Γ: Bε(x)∩Σ ⊂ Γ} for all ε > 0 sufficiently
small. Let the resolvent differenceW be as in (5.1). Then the singular values of the operator
Pq|W |Pq, q ∈ N0, satisfy


lim
k→∞


(
k! sk(Pq|W |Pq)


)1/k
=
B


2


(
Cap(Γ)


)2
.


Proof. By Corollary 5.2 we get


lim sup
k→∞


(
k! sk(Pq|W |Pq)


)1/k ≤ B


2
(Cap (Γ))2


and for ε > 0 we conclude from Proposition 5.1 (ii) and Proposition 2.15 (ii) that


lim inf
k→∞


(
k! sk(Pq|W |Pq)


)1/k ≥ B


2
(Cap (Γε))


2 .


Hence, the claim of the theorem follows from lim infε→0+ Cap (Γε) = Cap (Γ). In
fact, by Proposition 2.14 (i) we know that Cap (Γε) ≤ Cap (Γ) since Γε ⊂ Γ. For
the other inequality consider the equilibrium measure µ for Γ. It is no restriction to
assume that µ has no point masses, as otherwise I(µ) = ∞ and hence Cap(Γ) = 0,
which is a trivial case. First, it follows from the dominated convergence theorem
that µ(Γε) → 1, as ε → 0. Hence, for ε > 0 the measure µε acting on Borel sets
M ⊂ R2 as


µε(M) :=
1


µ(Γε)
µ(M ∩ Γε)


is well defined and clearly, µε ≥ 0, suppµε = Γε, and µε(Γε) = 1. Another applica-
tion of the dominated convergence theorem yields


I(µε) =
1


µ(Γε)2


∫
Γε


∫
Γε


ln
1


|x− y|
dµ(x)dµ(y)→


∫
Γ


∫
Γ


ln
1


|x− y|
dµ(x)dµ(y) = I(µ)


as ε→ 0, which shows that lim infε→0+ Cap(Γε) ≥ Cap(Γ). �


Under slightly weaker assumptions on α we conclude the following lower bound
on the singular values Pq|W |Pq from Proposition 5.1 (ii) and Proposition 2.15 (ii).


Proposition 5.6. Let α ∈ L∞(Σ) be real, assume that there exists a C∞-smooth subarc
Γ′ ⊂ suppα with two endpoints, |Γ′| > 0, and that α is nonnegative (nonpositive) on Σ


and uniformly positive (uniformly negative, respectively) on Γ′. Let the resolvent difference
W be as in (5.1). Then the singular values of the operator Pq|W |Pq, q ∈ N0, satisfy


lim inf
k→∞


(
k! sk(Pq|W |Pq)


)1/k ≥ B


2


(
Cap(Γ′)


)2
.
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6. Main results on eigenvalue clustering at Landau levels


In this section we prove our main results on the local spectral properties of the
perturbed Landau Hamiltonian of Aα. Throughout this section we fix some λ0


such that
λ0 < min{0,minσ(Aα)}.


We note first that for sign-definite interaction strengthsα accumulation of the eigen-
values from one side to each Landau level can be excluded. This is a direct conse-
quence of well-known perturbation results.


Proposition 6.1. Assume that α ∈ L∞(Σ) is real. Then the following holds.


(i) If α is nonnegative, then there is no accumulation of eigenvalues of Aα from below to
the Landau levels Λq, q ∈ N0.


(ii) If α is nonpositive, then there is no accumulation of eigenvalues of Aα from above to
the Landau levels Λq, q ∈ N0.


Proof. We prove only (i); the proof of (ii) is analogous. Recall that


(Aα − λ0)−1 − (A0 − λ0)−1 = −γ(λ0)
(
1 + αM(λ0)


)−1
αγ(λ0)∗ ≤ 0


by Lemma 4.8 and hence the eigenvalues of (Aα − λ0)−1 do not accumulate from
above to the eigenvalues (Λq−λ0)−1 of (A0−λ0)−1; cf. [15, Chapter 9, §4, Theorem
7]. Therefore, the eigenvalues of Aα do not accumulate to Λq from below. �


If α is either positive or negative on Σ one always has accumulation of eigenvalues
to each Landau level.


Theorem 6.2. Assume that α ∈ L∞(Σ) is real. Then the following holds.


(i) If α > 0 a.e. on Σ, then the eigenvalues of Aα accumulate from above to Λq, q ∈ N0.


(ii) If α < 0 a.e. on Σ, then the eigenvalues of Aα accumulate from below to Λq, q ∈ N0.


Proof. We prove only (i). Recall that by Lemma 4.8 the perturbation term in (5.1) is
a nonpositive operator. It follows from Proposition 4.9 that the rank of PqWPq is
infinite. Hence, Proposition 2.6 implies that the eigenvalues of (Aα − λ0)−1 accu-
mulate from below to the eigenvalues (Λq − λ0)−1 of (A0 − λ0)−1. Therefore, the
eigenvalues of Aα accumulate from above to each Landau level Λq. �


For the lowest Landau level Λ0 = B, it is not necessary to assume that α is positive
or negative on all of Σ. The proof of the next theorem is the same as the proof of
Theorem 6.2, but in order to conclude that the rank of P0WP0 is infinite one uses
Corollary 5.3.


Theorem 6.3. Assume that α ∈ L∞(Σ) is real and α 6≡ 0. Then the following holds.
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(i) If α is nonnegative, then the eigenvalues of Aα accumulate from above to Λ0.


(ii) If α is nonpositive, then the eigenvalues of Aα accumulate from below to Λ0.


In order to formulate our main results on the rate of accumulation of the eigenval-
ues of Aα to the Landau levels the following notation is convenient:


q = 0 : I−0 := (−∞,Λ0), I+
0 := (Λ0,Λ0 +B],


q ≥ 1 : I−q := (Λq −B,Λq), I+
q := (Λq,Λq +B].


Note that


R =


∞⋃
q=0


I−q ∪
∞⋃
q=0


I+
q ∪


∞⋃
q=0


{Λq}.


In the first theorem the C1,1-smooth case is considered. We obtain regularized
summability of the discrete spectrum of Aα over all clusters and an asymptotic
spectral estimate within each cluster. We point out that these results are true for
sign-changing α.


Theorem 6.4. Let {λ±k (q)}k, q ∈ N0, be the eigenvalues of Aα lying in the interval I±q ,
ordered in such a way that the distance from Λq is nonincreasing and with multiplicities
taken into account. Then the following holds.


(i)
∑∞


q=0
1


(2q+1)2


(∑
k


∣∣λ+
k (q)− Λq


∣∣+
∑


k


∣∣λ−k (q)− Λq
∣∣) <∞.


(ii) lim supk→∞
(
k! |λ±k (q)− Λq|


)1/k ≤ B
2 (Cap (Γ))2.


Proof. (i) By Theorem 4.2 (iv) the resolvent difference W in (5.1) belongs to the
Schatten-von Neumann class Sp(L


2(R2)) for all p > 1
3 and, in particular, for p = 1.


Again we use that the spectrum of D := (A0 − λ0)−1 consists of the infinite dimen-
sional eigenvalues {(Λq−λ0)−1}q∈N0 . Recall also that λ0 < min{0,minσ(Aα)}. One
verifies that there exists c±, c0 > 0 such that for all q ∈ N0 we have


d+
k (q) := dist


(
1


λ+
k (q)− λ0


, σ(D)


)
= min


{
1


λ+
k (q)− λ0


− 1


Λq+1 − λ0
,


1


Λq − λ0
− 1


λ+
k (q)− λ0


}
≥
c+(λ+


k (q)− Λq)


Λ2
q


,
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and for all q ∈ N


d−k (q) := dist
(


1


λ−k (q)− λ0
, σ(D)


)
= min


{
1


λ−k (q)− λ0
− 1


Λq − λ0
,


1


Λq−1 − λ0
− 1


λ−k (q)− λ0


}
≥
c−(Λq − λ−k (q))


Λ2
q


,


and for q = 0


d−k (0) := dist
(


1


λ−k (0)− λ0
, σ(D)


)
=


Λ0 − λ−k (0)


(Λ0 − λ0)(λ−k (0)− λ0)
≥
c0(Λ0 − λ−k (0))


Λ2
0


.


Hence, we get with C = (Aα − λ)−1


∑
λ∈σdisc(C)


dist (λ, σ(D))=


∞∑
q=0


∑
k


(
d+
k (q) + d−k (q)


)
≥
∞∑
q=0


c


B2(2q + 1)2


∑
k


(∣∣λ+
k (q)− Λq


∣∣+
∣∣λ−k (q)− Λq


∣∣)
and the claim follows from Proposition 2.10.


(ii) We shall use Proposition 2.9 with


W = Wλ0 in (5.1), T = (A0 − λ0)−1, Λ =
1


Λq − λ0
,(6.1a)


PΛ = Pq, ε =
1


2
, τ± = ±1


2


[
1


Λq ∓B − λ0
− 1


Λq − λ0


]
.(6.1b)


Note that the eigenvalues of T +W in the interval (Λ− 2τ−,Λ + 2τ+) are given by


1


λ+
1 (q)− λ0


≤ 1


λ+
2 (q)− λ0


≤ · · · ≤ Λ ≤ · · · ≤ 1


λ−2 (q)− λ0
≤ 1


λ−1 (q)− λ0
.


We conclude from Proposition 2.9 that there exists a constant ` = `(q) ∈ N such
that ∣∣∣∣ 1


λ±k (q)− λ0
− 1


Λq − λ0


∣∣∣∣ ≤ 3


2
sk−`(PqW∓Pq) ,


for all k ∈ N large enough. Using Corollary 5.2 we find


lim sup
k→∞


(
k! |λ±k (q)− Λq|


)1/k
= lim sup


k→∞
(λ±k (q)− λ0)1/k(Λq − λ0)1/k


(
k!


∣∣∣∣ 1


λ±k (q)− λ0
− 1


Λq − λ0


∣∣∣∣)1/k


≤ lim sup
k→∞


(
k! sk−`(PqW∓Pq)


)1/k
,


= lim sup
k→∞


(
k! sk(PqW∓Pq)


)1/k ≤ B


2


(
Cap (Γ)


)2
,
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where we have used limk→∞ a
1
k = 1 for a > 0 and lim supk→∞(k! ξk±`)


1/k =


lim supk→∞(k! ξk)
1/k for any nonincreasing nonnegative sequence {ξk}k; cf. [67,


Section 2.2]. �


Now we present our main result on the local spectral asymptotics for Aα within
each cluster; here we rely on Theorem 5.5 and hence we have to assume that suppα


is C∞-smooth.


Theorem 6.5. Let α ∈ L∞(Σ) be real, assume that Γ = suppα is a C∞-smooth arc
and that α is nonnegative (nonpositive) on Γ and uniformly positive (uniformly negative,
respectively) on the truncated arc Γε := {x ∈ Γ: Bε(x)∩Σ ⊂ Γ} for all ε > 0 sufficiently
small. Let {λk(q)}k, q ∈ N0, be the eigenvalues of Aα lying in the interval I+


q (I−q ,
respectively). Then


lim
k→∞


(k!|λk(q)− Λq|)1/k =
B


2


(
Cap (Γ)


)2
and, in particular, the eigenvalues of Aα accumulate to Λq from above (from below, respec-
tively) for all q ∈ N0.


Proof. We discuss the case α ≥ 0. By Theorem 6.2 the eigenvalues of Aα accumulate
to Λq from above and there is no accumulation from below. It follows from Theo-
rem 5.5 that rankPqWPq = ∞. Using Proposition 2.6 with W , T , Λ, PΛ, ε, and τ±
as in (6.1) we obtain that there exists a constant ` = `(q) ∈ N such that


1


2
sk+`(PqWPq) ≤


∣∣∣∣ 1


λk(q)− λ
− 1


Λq − λ


∣∣∣∣ ≤ 3


2
sk−`(PqWPq)


for all k ∈ N sufficiently large. These estimates and the asymptotics of the singular
values of PqWPq in Theorem 5.5 yield the claim in the same way as in the proof of
Theorem 6.4 (ii). �


Mimicking the proof of the above theorem, but using Proposition 5.6 instead of
Theorem 5.5 we get an asymptotic lower bound within each cluster under relaxed
assumptions on α and Γ.


Proposition 6.6. Let α ∈ L∞(Σ) be real, assume that there exists a C∞-smooth subarc
Γ′ ⊂ suppα with two endpoints, |Γ′| > 0, and that α is nonnegative (nonpositive) on Σ


and uniformly positive (uniformly negative, respectively) on Γ′. Let {λk(q)}k, q ∈ N0, be
the eigenvalues of Aα lying in the interval I+


q (I−q , respectively). Then


lim
k→∞


(k!|λk(q)− Λq|)1/k ≥ B


2


(
Cap (Γ′)


)2
and, in particular, the eigenvalues of Aα accumulate to Λq from above (from below, respec-
tively) for all q ∈ N0.


The above proposition applies to several additional cases of interest. E.g., α can be
a nonnegative or nonpositive function which is continuous (and does not vanish
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identically), or suppα may consist of finitely many disjoint arcs. In both situa-
tions one can choose a C∞-smooth subarc Γ′ ⊂ suppα with two endpoints, such
that |Γ′| > 0 and α uniformly positive (or uniformly negative) on Γ′. Moreover,
Proposition 6.6 can also be applied if the support of α is not C∞-smooth itself but
contains aC∞-smooth subarc with two endpoints on which α is uniformly positive
(or uniformly negative).


Appendix A. Quasi boundary triples and their Weyl functions


In this appendix we provide a brief introduction to the abstract notion of quasi
boundary triples and their Weyl functions from extension theory of symmetric op-
erators. For more details and complete proofs we refer the reader to [8, 9].


In the following let H be a Hilbert space and assume that S is a densely defined
closed symmetric operator in H.


Definition A.1. Assume that T is a linear operator in H such that T = S∗. A triple
{G,Γ0,Γ1} is called a quasi boundary triple for T ⊂ S∗ if G is a Hilbert space and
Γ0,Γ1 : domT → G are linear mappings such that the following holds:


(i) The abstract Green identity


(Tf, g)H − (f, Tg)H = (Γ1f,Γ0g)G − (Γ0f,Γ1g)G


is valid for all f, g ∈ domT .
(ii) The map Γ = (Γ0,Γ1)> : domT → G× G has dense range.


(iii) The operator A0 := T � ker Γ0 is self-adjoint in H.


We recall that a quasi boundary triple {G,Γ0,Γ1} for T ⊂ S∗ exists if and only
if the deficiency indices n±(S) = dim ker(S∗ ∓ i) coincide, in which case one has
dimG = n±(S). We also note that for a quasi boundary triple {G,Γ0,Γ1} for T ⊂ S∗
one automatically has


domS = ker Γ0 ∩ ker Γ1


and that the extension A1 := T � ker Γ1 of S is symmetric in H but in general
not closed or self-adjoint. Furthermore, if dimG = n±(S) is finite then T and S∗


coincide, the abstract Green identity in Definition A.1 (i) holds for all f, g ∈ domS∗


and the map Γ = (Γ0,Γ1)> : domS∗ → G × G in Definition A.1 (i) is surjective. A
triple {G,Γ0,Γ1}with these two properties is an ordinary boundary triple in the sense
of [22, 27, 46, 76]. Also recall the notion of generalized boundary triples: If T = S∗ and
a triple {G,Γ0,Γ1} with linear mappings Γ0,Γ1 : domT → G satisfies (i) and (iii) in
Definition A.1 and instead of (ii) the stronger condition ran Γ0 = G then {G,Γ0,Γ1}
is said to be a generalized boundary triple; cf. [28, Definition 6.1 and Lemma 6.1 (3)].


When determining a quasi boundary triple it is often nontrivial to prove that the
operator T satisfies T = S∗. The following theorem from [8, Theorem 2.3] offers a
way to circumvent this problem. Theorem A.2 is applied in proof of Theorem 3.4.
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Theorem A.2. Let H and G be Hilbert spaces, let T be a linear operator in H and assume
that there are linear mappings Γ0,Γ1 : domT → G such that the following holds:


(i) For all f, g ∈ domT one has


(Tf, g)H − (f, Tg)H = (Γ1f,Γ0g)G − (Γ0f,Γ1g)G.


(ii) The kernel and range of Γ = (Γ0,Γ1)> : domT → G × G are dense in H and
G× G, respectively.


(iii) The operator T � ker Γ0 contains a self-adjoint operator A0.


Then
S := T �


(
ker Γ0 ∩ ker Γ1


)
is a densely defined closed symmetric operator in H and T = S∗. Moreover, {G,Γ0,Γ1} is
a quasi boundary triple for T ⊂ S∗ such that A0 = T � ker Γ0.


Next the γ-field and Weyl function corresponding to a quasi boundary triple will be
introduced; formally the definitions are the same as for ordinary and generalized
boundary triples, see [27, 28]. In the following let {G,Γ0,Γ1} be a quasi boundary
triple for T ⊂ S∗ and consider the self-adjoint operator A0 = T � ker Γ0. It is not
difficult to verify that for all λ ∈ ρ(A0) the following direct sum decomposition of
domT is valid:


domT = domA0 +̇ ker(T − λ) = ker Γ0 +̇ ker(T − λ), λ ∈ ρ(A0).


Therefore the restriction Γ0 � ker(T −λ) is invertible for all λ ∈ ρ(A0) and we define
the γ-field corresponding to {G,Γ0,Γ1} as the operator function


λ 7→ γ(λ) :=
(
Γ0 � ker(T − λ)


)−1


defined on ρ(A0). It is clear that the values γ(λ) of the γ-field are densely defined
linear operators from G into H with dom γ(λ) = ran Γ0 and ran γ(λ) = ker(T − λ).
It can be shown that γ(λ) is a bounded operator for all λ ∈ ρ(A0) and hence admits
a closure γ(λ) ∈ B(G,H). The function λ 7→ γ(λ) ∈ B(G,H) is holomorphic on
ρ(A0). For the adjoint operators one verifies as a consequence of the abstract Green
identity the relation


(A.1) γ(λ)∗ = Γ1(A0 − λ)−1 ∈ B(H,G), λ ∈ ρ(A0).


For more properties and detailed proofs we refer the reader to [8, Proposition 2.6]
and [9, Proposition 6.13]. An important analytic object associated with the quasi
boundary triple {G,Γ0,Γ1} is the Weyl function M . It is defined on ρ(A0) by


λ 7→M(λ) = Γ1


(
Γ0 � ker(T − λ)


)−1
,


and it is clear from the definition that M(λ), λ ∈ ρ(A0), is a densely defined linear
operator in G with domM(λ) = ran Γ0 and ranM(λ) ⊂ ran Γ1. In contrast to ordi-
nary and generalized boundary triples the values M(λ) of the Weyl function can
be unbounded and non-closed operators in G. However, one has the relation


M(λ) ⊂M(λ)∗, λ ∈ ρ(A0),
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and hence M(λ) is a closable operator in G. Furthermore, the Weyl function and
γ-field are connected via


M(λ)−M(µ)∗ = (λ− µ)γ(µ)∗γ(λ), λ, µ ∈ ρ(A0);


cf. [8, Proposition 2.6] and [9, Proposition 6.14] for more details. For the present
paper the special case that ran Γ0 = G holds is of particular interest. In this situation
one has dom γ(λ) = domM(λ) = G and it follows, in particular, that the values
M(λ) of the Weyl function are bounded operators in G.


In the following our interest will be in restrictions of T defined by


(A.2) A[B]f = Tf, domA[B] =
{
f ∈ domT : Γ0f = BΓ1f


}
,


where B is a linear operator in G. If B is not defined on the whole space G the
boundary condition in (A.2) is understood for only those f ∈ domT such that
Γ1f ∈ domB. Typically the interest is to conclude from qualitative properties of
B qualitative properties of A[B]. In the present situation we will focus on self-
adjointness. Suppose first that B is a symmetric operator in G. Then it follows to-
gether with the abstract Green identity in Definition A.1 (i) that for f, g ∈ domA[B]


we have
(A[B]f, g)H − (f,A[B]g)H = (Tf, g)H − (f, Tg)H


= (Γ1f,Γ0g)G − (Γ0f,Γ1g)G


= (Γ1f,BΓ1g)G − (BΓ1f,Γ1g)G


= 0


and therefore the operator A[B] is symmetric in H. However, self-adjointness of B
in G does not automatically imply that A[B] is self-adjoint in H. In fact, this conclu-
sion does not even hold for bounded self-adjoint operators B and hence one has to
impose additional conditions. Such conditions may involve mapping properties of
the Weyl function, the parameter B, or the boundary mappings Γ0 and Γ1. In this
context we recall [12, Corollary 4.4] and a special case of it below. For more general
boundary conditions we refer the reader to [12].


Theorem A.3. Let {G,Γ0,Γ1} be a quasi boundary triple for T ⊂ S∗ with corresponding
γ-field γ and Weyl function M . Let B ∈ B(G) be a self-adjoint operator and assume that
for some λ0 ∈ ρ(A0) ∩ R the following conditions hold:


(i) 1 ∈ ρ(BM(λ0));
(ii) B(ranM(λ0)) ⊂ ran Γ0;


(iii) B(ran Γ1) ⊂ ran Γ0 or λ0 ∈ ρ(A1).


Then the operatorA[B] in (A.2) is a self-adjoint extension of S in H such that λ0 ∈ ρ(A[B]).
Furthermore, λ ∈ ρ(A0) is an eigenvalue of A[B] if and only if 1 ∈ σp(BM(λ)), for all
λ ∈ ρ(A[B]) ∩ ρ(A0) one has (1−BM(λ))−1 ∈ B(G) and


(A[B] − λ)−1 = (A0 − λ)−1 + γ(λ)
(
1−BM(λ)


)−1
Bγ(λ)∗.
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For our purposes it is convenient to state the following special case of Theorem A.3,
where the quasi boundary triple is even a generalized boundary triple, that is, we
require ran Γ0 = G. In this situation it is clear that (ii) and (iii) in Theorem A.3 hold
and M(λ0) = M(λ0) ∈ B(G).


Corollary A.4. Let {G,Γ0,Γ1} be a quasi boundary triple for T ⊂ S∗ with corresponding
γ-field γ and Weyl function M , and assume, in addition, that ran Γ0 = G. Let B ∈ B(G)


be a self-adjoint operator and assume that 1 ∈ ρ(BM(λ0)) for some λ0 ∈ ρ(A0)∩R. Then
the operator A[B] in (A.2) is a self-adjoint extension of S in H such that λ0 ∈ ρ(A[B]).
Furthermore, λ ∈ ρ(A0) is an eigenvalue of A[B] if and only if 1 ∈ σp(BM(λ)), for all
λ ∈ ρ(A[B]) ∩ ρ(A0) one has (1−BM(λ))−1 ∈ B(G) and


(A[B] − λ)−1 = (A0 − λ)−1 + γ(λ)
(
1−BM(λ)


)−1
Bγ(λ)∗.


A typical way to satisfy the condition 1 ∈ ρ(BM(λ0)) in Corollary A.4 (or Theo-
rem A.3) is to prove that ‖M(λ0)‖ → 0 for λ0 → −∞ if A0 is bounded from below.
The next result contains a useful sufficient condition for the decay of the Weyl func-
tion along the negative half-line. Theorem A.5 is a special case of [12, Theorem 6.1],
where in a more general setting the decay of the Weyl functions in different sectors
of C is discussed.


Theorem A.5. Let {G,Γ0,Γ1} be a quasi boundary triple for T ⊂ S∗ with corresponding
Weyl function M , assume that ran Γ0 = G, that A0 is bounded from below and that


Γ1|A0 − µ|−β : H ⊃ dom (Γ1|A0 − µ|−β)→ G


is bounded for some µ ∈ ρ(A0) and some β ∈
(
0, 1


2


]
. Then for all w0 < minσ(A0) there


exists D > 0 such that
‖M(λ)‖ ≤ D(


dist(λ, σ(A0))
)1−2β


holds for all λ < w0.


Appendix B. Proof of Theorem 4.5


In order to prove Theorem 4.5, we show that the quadratic forms corresponding
to Hε and Aα are close to each other in a suitable sense. We fix a sufficiently small
β > 0 such that the map in (4.6) is bijective. Let aα be the quadratic form associated
to Aα introduced in (4.3) and define for ε ∈ (0, β)


(B.1) hε[f, g] :=
(
∇Af,∇Ag


)
L2(R2;C2)


+ (Vεf, g
)
L2(R2)


, dom hε := H1
A(R2).


It is not difficult to see that hε is a densely defined, closed, symmetric, and semi-
bounded form which is associated to Hε. In the first lemma we show that the forms
hε are uniformly bounded from below.


Lemma B.1. Let ε ∈ (0, β) and consider the form hε in (B.1). Then there exists a constant
λ1 ∈ R such that hε ≥ λ1 for all ε ∈ (0, β). In particular, (−∞, λ1) ⊂ ρ(Hε) for all
ε ∈ (0, β).
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Proof. It follows from [6, Proposition 3.1]1 that there exists λ1 ∈ R such that(
∇|f |,∇|f |


)
L2(R2;C2)


+ (Vεf, f
)
L2(R2)


≥ λ1‖f‖2L2(R2)


holds for all f ∈ C∞0 (R2). Combining this with the diamagnetic inequality (2.6)
one concludes that hε[f ] ≥ λ1‖f‖2L2(R2) for all f ∈ C∞0 (R2). Now the result follows
from the fact that C∞0 (R2) is dense in H1


A(R2). �


Next, we verify that the form a0 corresponding to Landau Hamiltonian A0 is rela-
tively bounded with respect to the form hε with constants which are independent
of ε.


Lemma B.2. Let V ∈ L∞(R2) be real and supported in Σβ , let ε ∈ (0, β), define the
function Vε as in (4.7), and let the quadratic form hε be as in (B.1). Then there exist
constants c1, c2 > 0 independent of ε such that


(B.2) ‖∇Af‖2L2(R2;C2) ≤ c1hε[f ] + c2‖f‖2L2(R2)


holds for all f ∈ H1
A(R2).


Proof. Fix δ > 0 and let vε :=
√
|Vε|. Using the diamagnetic inequality (2.5) and


a similar estimate as in [6, Proposition 3.1 (ii)]1 we deduce that there is a λ0 < 0


depending on δ such that for all λ ≤ λ0 and all g ∈ L2(R2)


‖(A0 − λ)−1/2vεg‖2L2(R2) =
(
vε(A0 − λ)−1vεg, g


)
L2(R2)


≤
∥∥vε(A0 − λ)−1vεg


∥∥
L2(R2)


· ‖g‖L2(R2)


≤
∥∥vε(−∆− λ)−1vε|g|


∥∥
L2(R2)


· ‖g‖L2(R2) ≤ δ‖g‖2L2(R2)


is true. By taking adjoint we get that also ‖vε(A0 − λ)−1/2g‖2L2(R2) ≤ δ‖g‖2L2(R2) for
all g ∈ L2(R2). This implies for f ∈ H2


A(R2)∣∣(Vεf, f)L2(R2)


∣∣ ≤ ‖vε(A0 − λ)−1/2(A0 − λ)1/2f‖2L2(R2)


≤ δ‖(A0 − λ)1/2f‖2L2(R2) = δ
(
(A0 − λ)f, f


)
L2(R2)


= δ‖∇Af‖2L2(R2;C2) − δλ‖f‖
2
L2(R2)


(B.3)


and since H2
A(R2) is dense in H1


A(R2) this estimate extends to f ∈ H1
A(R2). Even-


tually, from (B.3) we conclude


‖∇Af‖2L2(R2;C2) = hε[f ]− (Vεf, f)L2(R2)


≤ hε[f ] + δ‖∇Af‖2L2(R2;C2) − δλ‖f‖
2
L2(R2).


Choosing δ ∈ (0, 1) this implies the claim (B.2). �


1Note that this result is formulated in [6] only for C2-hypersurfaces but remains valid in the
slightly less regular situation considered here. In fact, the key ingredient in the proof of [6, Propo-
sition 3.1] that needs to be ensured for a regular, closed C1,1-curve in R2 is [6, Hypothesis 2.3 (c)],
which follows from [25, Theorem 5.1 and Theorem 5.7].
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Let us denote by κ = γ̇2γ̈1−γ̇1γ̈2 the signed curvature of Σ, where γ = (γ1, γ2) : I →
R2 is any natural parametrization of Σ (|γ̇| = 1). In the following we will often
make use of the transformation to tubular coordinates, which yields for h ∈ L1(Σε)


(see e.g. [6, Proposition 2.6] or [31])


(B.4)
∫


Σε


h(x)dx =


∫
Σ


∫ ε


−ε
h
(
xΣ + tν(xΣ)


)(
1− tκ(xΣ)


)
dtdσ(xΣ).


In the next lemma we show a variant of the trace theorem which will be very useful
for the proof of Theorem 4.5. For the sake of brevity, we use the following notation


j(xΣ, s) := xΣ + sν(xΣ) and J(xΣ, s) := 1− sκ(xΣ).


Lemma B.3. Let Σ be the boundary of the simply connected C1,1-domain Ωi and let β >
0 be such that the mapping in (4.6) is bijective. Then there exists a constant C > 0


independent of s ∈ (−β, β) such that∫
Σ


∣∣f(j(xΣ, s))
∣∣2dσ(xΣ) ≤ C‖f‖2


H1
A(R2)


holds for all f ∈ H1
A(R2).


Proof. Throughout the proof c > 0 denotes a generic positive constant, which varies
from line to line. It suffices to show the claim for functions in the dense subspace
C∞0 (R2) of H1


A(R2). For f ∈ C∞0 (R2) the main theorem of calculus, the chain rule,
and d


dt j(xΣ, st) = sν(xΣ) yield


∣∣∣∣∣f(j(xΣ, s))
∣∣2 − ∣∣f(j(xΣ, 0))


∣∣2∣∣∣ =


∣∣∣∣∫ 1


0


d


dt
(|f |2)(j(xΣ, st))dt


∣∣∣∣
≤
∫ 1


0


∣∣〈∇(|f |2)(j(xΣ, st)), sν(xΣ)
〉∣∣ dt


≤ 2|s|
∫ 1


0


∣∣|f | · ∇(|f |)(j(xΣ, st))
∣∣dt


≤ |s|
∫ 1


0


[∣∣∇(|f |)(j(xΣ, st))
∣∣2 +


∣∣f(j(xΣ, st))
∣∣2] dt


≤
∫ β


0


[∣∣∇(|f |)(j(xΣ, r))
∣∣2 +


∣∣f(j(xΣ, r))
∣∣2] dr,


(B.5)


where the substitution r = st was employed in the last step. Next, by applying
Corollary 2.3 we obtain


(B.6) I1 :=


∫
Σ


∣∣f(xΣ)
∣∣2dσ(xΣ) ≤ c


(
‖∇Af‖2L2(R2;C2) + ‖f‖2L2(R2)


)
.
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Using that there is some c > 0 such that 1 ≤ cJ(xΣ, r) for all sufficiently small
r ≤ β, formula (B.4), the diamagnetic inequality (2.6), and (B.5) we get


I2 :=


∣∣∣∣∫
Σ


(∣∣f(j(xΣ, s))
∣∣2 − ∣∣f(j(xΣ, 0))


∣∣2) dσ(xΣ)


∣∣∣∣
≤
∫


Σ


∫ β


0


[
|∇(|f |)(j(xΣ, r))|2 + |f(j(xΣ, r))|2


]
drdσ(xΣ)


≤ c
∫


Σ


∫ β


0


[
|∇(|f |)(j(xΣ, r))|2 + |f(j(xΣ, r))|2


]
J(xΣ, r)drdσ(xΣ)


≤ c
(
‖∇Af‖2L2(R2;C2) + ‖f‖2L2(R2)


)
.


(B.7)


Combining (B.6) and (B.7) we arrive at∫
Σ


∣∣f(j(xΣ, s))
∣∣2dσ(xΣ) ≤ I1 + I2 ≤ C


(
‖∇Af‖2L2(R2;C2) + ‖f‖2L2(R2)


)
which is the claim of this lemma. �


Proof of Theorem 4.5. According to Lemma B.1 the operators Hε, ε ∈ (0, β), are uni-
formly bounded from below by λ1 ∈ R. Moreover, by Proposition 4.4 the operator
Aα is semibounded. From now on we fix λ0 ∈ ρ(Aα) ∩ (−∞, λ1) and we use the
notations Rε := (Hε − λ0)−1 and R′α := (Aα − λ0)−1. Note that ‖Rε‖ ≤ (λ1 − λ0)−1


for ε ∈ (0, β). We claim that there is a constant c > 0 such that


(B.8)
∥∥Rε − R′α


∥∥ ≤ c√ε, ε ∈ (0, β).


In fact, note first that∥∥Rε − R′α
∥∥ = sup


‖u‖,‖v‖=1


∣∣∣((Rε − R′α
)
u, v
)
L2(R2)


∣∣∣
= sup
‖u‖,‖v‖=1


∣∣∣(Rεu, (Aα − λ0)R′αv
)
L2(R2)


−
(
(Hε − λ0)Rεu,R


′
αv
)
L2(R2)


∣∣∣
= sup
‖u‖,‖v‖=1


∣∣∣aα[Rεu,R′αv]− hε
[
Rεu,R


′
αv
]∣∣∣.


The estimate (B.8) follows if we prove


(B.9)
∣∣aα[f, g]− hε[f, g]


∣∣ ≤ c√ε(‖f‖2
H1


A(R2) + ‖g‖2
H1


A(R2)


)
, f, g ∈ H1


A(R2),


since with the choice f = Rεu and g = R′αv the inequality (B.9) together with (4.5)
and Lemma B.2 shows∣∣∣aα[Rεu,R′αv]− hε


[
Rεu,R


′
αv
]∣∣∣


≤ c
√
ε
(
hε[Rεu] + ‖Rεu‖2L2(R2) + aα[R′αv] + ‖R′αv‖2L2(R2)


)
= c
√
ε
(
(Rεu, u)L2(R2) + (1 + λ0)‖Rεu‖2L2(R2)


+ (R′αv, v)L2(R2) + (1 + λ0)‖R′αv‖2L2(R2)


)
≤ c
√
ε
(
‖u‖2L2(R2) + ‖v‖2L2(R2)


)
,
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where ‖Rε‖ ≤ (λ1−λ0)−1 was used in the last estimate. Thanks to the polarization
identity it suffices to prove (B.9) for f = g. Furthermore, it is sufficient to consider
f ∈ C∞0 (R2). By the definition of the forms aα and hε, using suppVε ⊂ Σε, and (B.4)
we find


aα[f ]− hε[f ] =


∫
Σ
α(xΣ)|f(xΣ)|2dσ(xΣ)−


∫
R2


Vε(x)|f(x)|2dσ(xΣ)


=


∫
Σ


∫ β


−β
V (j(xΣ, t))|f(xΣ)|2dtdσ(xΣ)


− β


ε


∫
Σ


∫ ε


−ε
V
(
j(xΣ,


βs
ε )
)∣∣f(j(xΣ, s)


)∣∣2J(xΣ, s)dsdσ(xΣ),


where in the last step the definitions of α and Vε from (4.9) and (4.7) were substi-
tuted. Using the transformation t = β


ε s in the last integral on the right hand side
we find


aα[f ]− hε[f ] =
ε


β


∫
Σ


∫ β


−β
V
(
j(xΣ, t)


)∣∣f(j(xΣ,
εt
β )
)∣∣2tκ(xΣ)dtdσ(xΣ)


+


∫
Σ


∫ β


−β
V
(
j(xΣ, t)


)[
|f(xΣ)|2−


∣∣f(j(xΣ,
εt
β )
)∣∣2]dtdσ(xΣ)


:= I1 + I2.


(B.10)


Since κ, V ∈ L∞(R2) we obtain from Lemma B.3 for the first integral I1 in (B.10)
the estimate


(B.11) |I1| ≤ cε‖f‖2H1
A(R2).


In order to estimate the second integral I2 in (B.10) we note first that by the main
theorem of calculus∣∣∣∣∣f(j(xΣ, 0)


)∣∣2 − ∣∣f(j(xΣ,
εt
β )
)∣∣2∣∣∣ =


∣∣∣∣∫ ε


0


d


dr
(|f |2)


(
j(xΣ,


rt
β )
)
dr


∣∣∣∣
≤
∫ ε


0


∣∣∣〈∇(|f |2)
(
j(xΣ,


rt
β


))
, tβν(xΣ)


〉∣∣∣ dr
≤ |t|


β


∫ ε


0


∣∣∣∇(|f |2)
(
j(xΣ,


rt
β )
)∣∣∣ dr


≤ c
∫ ε


0


∣∣∇(|f |)
(
j(xΣ, s)


)∣∣ · ∣∣f(j(xΣ, s)
)∣∣ ds,


where the substitution s = 1
β rt was used in the last step. This and the Cauchy-


Schwarz inequality lead to


|I2|2 ≤ c
(∫


Σ


∫ β


−β


∫ ε


0


∣∣∇(|f |)
(
j(xΣ, s)


)∣∣ · ∣∣f(j(xΣ, s)
)∣∣ )dsdtdσ(xΣ)


)2


≤ c
∫


Σ


∫ ε


0


∣∣∇(|f |)
(
j(xΣ, s)


)∣∣2dsdσ(xΣ) ·
∫


Σ


∫ ε


0


∣∣f(j(xΣ, s)
)∣∣2dsdσ(xΣ).


(B.12)
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Choose a constant c such that 1 ≤ cJ(xΣ, s). Then using formula (B.4) and the
diamagnetic inequality (2.6) we find that the first integral in the last equation can
be estimated by


c


∫
Σ


∫ ε


−ε


∣∣∇(|f |)
(
j(xΣ, s)


)∣∣2J(xΣ, s)dsdσ(xΣ) ≤ c
∫


Σε


|∇Af |2dx ≤ c‖f‖2H1
A(R2).


Moreover, the second integral on the right hand side of (B.12) can be estimated with
Lemma B.3 by cε‖f‖2


H1
A(R2)


. Combining this with (B.11) and (B.10) we deduce (B.9)
and hence (B.8).


Finally, we extend the result from (B.8) from λ0 ∈ ρ(Aα)∩ (−∞, λ1) to all λ ∈ C \R.
For this we consider Dε(λ) := (Hε − λ)−1 − (Aα − λ)−1. A simple computation
shows


Dε(λ) =
[
1 + (λ− λ0)


(
Aα − λ


)−1] · Dε(λ0) ·
[
1 + (λ− λ0)


(
Hε − λ


)−1]
.


Hence the claimed convergence result is true for all λ ∈ C \ R and the order of
convergence is


√
ε. This finishes the proof of Theorem 4.5. �
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