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A system of interacting diffusions

In this chapter, we will analyse the dynamics of a system of $N \geq 2$ coupled stochastic differential equations (SDEs), which will converge, in a certain sense, to a stochastic Allen–Cahn PDE. This will serve two purposes: firstly, it will introduce a natural physical model that motivates the use of stochastic PDEs, and secondly, it will allow us to recapitulate some notions from the theory of SDEs that will be important in the infinite-dimensional case.

The system of interacting diffusions is given by

$$\frac{d y_i}{dt} = [y_i^3 - (y_i)^3] dt + \frac{\gamma}{2} [y_{i+1}^j - 2y_i^j + y_{i-1}^j] dt + \sqrt{2\epsilon} d W_i^j, \quad i = 1, \ldots, N,$$

(1.0.1)
in the following setting.

• The real variables $y_1^i, \ldots, y_N^i \in \mathbb{R}$ can be thought of as the positions of $N$ particles. We use periodic boundary conditions, that is, $y_0^i = y_N^i$ and $y_{N+1}^i = y_1^i$. This can also be indicated by considering $i$ as an element of the cyclic group $\Lambda = \mathbb{Z}/N\mathbb{Z}$.

• The term $[y_i^3 - (y_i)^3] dt$ tends to push each particle towards +1 if $y_i^i > 0$ and towards −1 if $y_i^i < 0$, that is, we have a bistable local dynamics.

• The term $\frac{\gamma}{2} [y_{i+1}^j - 2y_i^j + y_{i-1}^j] dt$ is a discretised Laplacian interaction, which describes a ferromagnetic nearest-neighbour coupling pushing the $y_i^j$ towards each other (if $\gamma > 0$).

• The $W_i^j$ are independent standard Wiener processes on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, modelling thermal noise.

The system (1.0.1) can be thought of as a version of the Ising model with continuous spins. We are mainly interested in its long-time dynamics for large values of $N$ and $\gamma$. The parameter $\epsilon \geq 0$ will be either small or of order 1.

1.1 Deterministic dynamics

In the deterministic case $\epsilon = 0$, the system (1.0.1) reduces to the system of ordinary differential equations (ODEs)

$$y_i' = y_i^3 - (y_i)^3 + \frac{\gamma}{2} [y_{i+1}^j - 2y_i^j + y_{i-1}^j].$$

(1.1.1)

A first observation is that (1.1.1) has gradient form

$$\dot{y} = -\nabla V(y),$$

where $V$ is the quartic potential given by

$$V(y) := \sum_{i \in \Lambda} U(y_i) + \frac{\gamma}{4} \sum_{i \in \Lambda} (y_{i+1}^j - y_i^j)^2, \quad U(\xi) = \frac{1}{4}(\xi^2 - 1)^2.$$

(1.1.2)
The stationary points of (1.1.1) are thus the critical points of \( V \). Note that \( V \) is invariant under the group \( G \) generated by cyclic permutations of the \( y^i \), the reflection \( y^i \mapsto y^{N+1-i} \), and the point symmetry \( y \mapsto -y \).

The simplest situation arises for \( \gamma = 0 \): then the set of all critical points of \( V \) is \([-1,0,1]^N\) and has cardinality \( 3^N \). The critical points in \([-1,1]^N\) are all local minima of \( V \), and thus describe \( 2^N \) stable stationary points of (1.1.1). In fact, one can show [BFG07a, Proposition 2.1] that this situation perturbs to small positive \( \gamma \), in the sense that there are still \( 3^N \) stationary points, \( 2^N \) of which are stable, for all \( \gamma \) up to a critical value \( \gamma_0(N) \) which is larger than \( \frac{1}{4} \) for all \( N \).

We are more interested, however, in the case of large \( \gamma \) of the order \( N^2 \). Indeed, this is the natural scaling in which the discrete Laplacian in (1.1.1) approaches the continuous Laplacian.

**Proposition 1.1.1.** Let

\[ \gamma_1(N) := \frac{1}{2 \sin^2 \left( \frac{\pi}{N} \right)} = \frac{N^2}{2\pi^2} \left[ 1 + O \left( \frac{1}{N^2} \right) \right]. \]

Then the potential \( V \) admits exactly 3 stationary points 0 and \( \pm(1,\ldots,1) \) if and only if \( \gamma \geq \gamma_1(N) \). The points \( \pm(1,\ldots,1) \) are always local minima of \( V \), while 0 is a saddle with exactly one linearly unstable direction if and only if \( \gamma > \gamma_1(N) \).

Proof: First note that the discrete Laplacian is represented by a Toeplitz matrix (its entries are constant on diagonals), whose eigenvalues can be computed explicitly by discrete Fourier transform. They are given by \( -\lambda_k^N \) where

\[ \lambda_k^N = \lambda_{N-k}^N := 2 \sin^2 \left( \frac{k\pi}{N} \right), \quad k = 0,\ldots, N-1. \]

In particular, \( \lambda_0^N = 0 \) and \( \gamma_1(N) = 1/(\lambda_1^N - \lambda_0^N) \) is the inverse of the spectral gap. Consider now the function

\[ W(y) := \frac{1}{2} \sum_{i \in \Lambda} (y^{i+1} - y^i)^2. \]

Note that \( W \) vanishes on the diagonal \( \{y^1 = \cdots = y^N\} \) and is otherwise positive. An easy computation (cf. [BFG07a, Proposition 3.1]) shows that

\[ \frac{d}{dt} W(y_t) \leq 2 \left( 1 - \frac{\gamma}{\gamma_1(N)} \right) W(y_t) - \frac{1}{N} W(y_t)^2. \]

Thus when \( \gamma \geq \gamma_1(N) \), \( t \mapsto W(y_t) \) decreases for \( y \) outside the diagonal, i.e., \( W \) is a Lyapunov function. Therefore, when \( \gamma \geq \gamma_1(N) \) all orbits of (1.1.1) will converge to the diagonal. The only stationary points on the diagonal are 0 and \( \pm(1,\ldots,1) \). The eigenvalues of the linearisation of (1.1.1) at 0 are given by \( -\mu_k^N \) where

\[ \mu_k^N := -1 + \gamma \lambda_k^N, \quad k = 0,\ldots, N-1. \] (1.1.3)

If \( \gamma > \gamma_1(N) \), then only \( -\mu_0^N \) is positive, while for \( \gamma < \gamma_1(N) \), there are at least three positive eigenvalues (two if \( N = 2 \)). Since \( V(y) \) is bounded below and goes to infinity as \( \|y\| \to \infty \), there must be critical points outside the diagonal in the latter case. Finally, the eigenvalues of the linearisation at \( \pm(1,\ldots,1) \) are given by \( -\nu_k^N \) where

\[ \nu_k^N := 2 + \gamma \lambda_k^N, \quad k = 0,\ldots, N-1. \] (1.1.4)

These are always negative, showing that these points are always stable (they are local minima of \( V \)).
Exercise 1.1.2. Show that the potential satisfies the lower bound
\[ V(y_0 + y_\perp) \geq V(y_0) + \frac{1}{2} \left( \gamma - (\gamma_1(N) - 1) \right) \| y_\perp \|^2 \]  
whenever \( y_0 \) belongs to the diagonal \( \{ y_1 = \cdots = y_N = 0 \} \) and \( y_\perp \) is orthogonal to the diagonal. ▲

This result shows that if \( \gamma > \gamma_1(N) \), then \( V \) is a double-well potential, with a saddle having one unstable direction located at the origin, and the two minima located at ±(1,...,1). The unstable manifolds of the saddle are subsets of the diagonal, and connect 0 to the two local minima. This is the case we will mainly be interested in what follows.

As \( \gamma \) decreases below \( \gamma_1(N) \), the situation becomes much more involved, and is not understood in full detail. What is known is that at \( \gamma_1(N) \), the system undergoes a \( G \)-symmetric analogue of a pitchfork bifurcation, at which the origin becomes unstable in more than one direction, while expelling a multiple of \( N \) new stationary points with lower symmetry. As \( \gamma \) decreases further, these points undergo further symmetry-breaking bifurcations, as illustrated by Figure 1.1 in the case \( N = 4 \). However, all these further bifurcation occur for \( \gamma = \mathcal{O}(N^2) \). In other words, for any \( \gamma > 0 \), the number of stationary points is at most of order \( N \) when \( \gamma > \gamma N^2 \) and \( N \) is sufficiently large.

Figure 1.1 – Schematic bifurcation diagram for (1.1.1) in the case \( N = 4 \). Each branch in this diagram represents a family of stationary points globally invariant under the symmetry group \( G \), with only one representative of the family displayed on the left side of the diagram. Green full lines represent stable stationary points (local minima of the potential \( V \)), while broken lines with \( k \) dots represent stationary points with \( k \) unstable directions (saddles of Morse index \( k \) of \( V \)).
Exercise 1.1.3. In the case $N = 2$, find all stationary points of the potential $V$ and determine their stability as a function of $\gamma \geq 0$. **Hint:** Express the potential $V$ in variables $z_{\pm} = y_1 \pm y_2$. 

1.2 Existence and uniqueness of solutions

We now return to the SDE (1.0.1) for $\varepsilon > 0$. We can write it in compact form as

$$d y_t = -\nabla V(y_t) \, dt + \sqrt{2\varepsilon} \, dW_t.$$  

(1.2.1)

We first note that $y \mapsto \nabla V(y)$ is continuous (and therefore measurable) and locally (but not globally) Lipschitz. We can thus apply a standard result, such as [Øks85, Theorem 5.2.1] to the process $y_{t \wedge \tau}$ where $\tau$ is the first-exit time from a large ball to obtain local existence and uniqueness of a strong solution to (1.2.1). In particular, local existence follows from the fact that the map $y^{(k)} \mapsto y^{(k+1)}$ defined by

$$y^{(k+1)}_t = y_0 - \int_0^t \nabla V(y^{(k)}_s) \, ds + \sqrt{2\varepsilon} W_t$$

is a contraction, via Banach’s fixed point theorem.

To extend this result to global existence of a strong solution, we have to rule out finite-time explosion of solutions. This is, however, not hard to achieve, since the quartic growth of the potential prevents sample paths from straying very far from the origin (coercivity). Here are two possible ways of obtaining global existence:

1. One checks that the drift and diffusion coefficients in (1.2.1) satisfy the one-sided growth condition

$$y \cdot (-\nabla V(y)) + \frac{1}{2} (\sqrt{2\varepsilon})^2 \leq K(1 + \|y\|^2) \quad \forall y \in \mathbb{R}^\Lambda.$$  

(1.2.2)

for a constant $K > 0$. See for instance [Mao97, Theorem 3.5].

2. Let

$$\mathcal{L} := \varepsilon \Delta - \nabla V \cdot \nabla$$  

(1.2.3)

denote the infinitesimal generator of the diffusion (1.2.1). Then we can take advantage of the fact that $V$ is itself a Lyapunov function for the system, in the sense that there exists a constant $c \geq 0$ such that

$$(\mathcal{L} V)(y) \leq c V(y) \quad \forall y \in \mathbb{R}^\Lambda.$$  

(1.2.4)

This implies that the process is non-explosive according to [MT93c, Theorem 2.1].

Exercise 1.2.1. Check that the SDE (1.0.1) satisfies the one-sided growth condition (1.2.2) as well as the Lyapunov condition (1.2.4). Show that, in addition, there exists $R < \infty$ such that $\mathcal{L} V(y)$ is negative outside the ball $\{||y|| \leq R\}$. Can we do better than that? 

The main result of this section is thus as follows.

**Proposition 1.2.2.** For any initial condition $y_0 \in \mathbb{R}^\Lambda$, the SDE (1.0.1) admits an almost surely continuous, pathwise unique strong solution $(y_t)_{t \geq 0}$ which is global in time.

1.3 Invariant measure and reversibility

In order to determine an invariant probability measure for the diffusion (1.2.1), it is useful to rewrite the infinitesimal generator (1.2.3) in the form

$$\mathcal{L} = \varepsilon e^{V/\varepsilon} \nabla \cdot e^{-V/\varepsilon} \nabla,$$  

(1.3.1)

with the usual convention that any differential operator acts on everything on its right. This is indeed equivalent to (1.2.3) by Leibniz’ rule.
Proposition 1.3.1. Assume $\varepsilon > 0$ and the potential $V$ is such that
\[
\mathcal{Z} := \int_{\mathbb{R}^\Lambda} e^{-V(y)/\varepsilon} \, dy < \infty.
\] (1.3.2)
Then the diffusion (1.2.1) admits a unique invariant probability measure, with density
\[
\pi(y) := \frac{1}{\mathcal{Z}} e^{-V(y)/\varepsilon}
\] (1.3.3)
with respect to Lebesgue measure $dy$, known as a Gibbs measure.

Proof: Let $f$ be a bounded measurable test function in the domain of $\mathcal{L}$. Writing $\mathcal{L}^\dagger$ for the adjoint of $\mathcal{L}$, we have
\[
\langle \mathcal{L}^\dagger \pi, f \rangle_{L^2} = \langle \pi, \mathcal{L} f \rangle_{L^2}
\]
\[
= \int_{\mathbb{R}^\Lambda} \pi(y) \varepsilon e^{V(y)/\varepsilon} \nabla \cdot \left( \nabla e^{-V(y)/\varepsilon} \nabla f(y) \right) \, dy
\]
\[
= \frac{\varepsilon}{\mathcal{Z}} \int_{\mathbb{R}^\Lambda} \nabla \cdot \left( e^{-V(y)/\varepsilon} \nabla f(y) \right) \, dy
\]
= 0
by the divergence theorem. Thus $\mathcal{L}^\dagger \pi = 0$, and Kolmogorov’s backward equation (or Fokker–Planck equation) shows that $\pi$ is invariant.

Uniqueness of $\pi$ follows from the fact that the diffusion is irreducible (with respect to Lebesgue measure) by uniform ellipticity of the noise. One way of seeing this is to apply Theorem 3.3 in [MT93c] to show that the process is Harris recurrent (it almost surely hits any set of positive measure), owing to the improved estimate on $\mathcal{L} V$ obtained in Exercise 1.2.1.

Exercise 1.3.2. Use integration by parts to compute an explicit expression for $\mathcal{L}^\dagger$, and use it to verify that $\mathcal{L}^\dagger \pi = 0$.

Another consequence of the specific form (1.3.1) of the generator is that the diffusion is reversible.

Proposition 1.3.3. The infinitesimal generator $\mathcal{L}$ is self-adjoint with respect to the weighted inner product
\[
\langle f, g \rangle_{\pi} := \int_{\mathbb{R}^\Lambda} e^{-V(y)/\varepsilon} f(y)g(y) \, dy.
\] (1.3.4)
As a consequence, the transition probability density $p_t$ of the diffusion satisfies the detailed balance condition
\[
\pi(y)p_t(y,z) = \pi(z)p_t(z,y)
\] (1.3.5)
for all $y,z \in \mathbb{R}^\Lambda$ and all $t > 0$.

Proof: The divergence theorem yields
\[
\langle f, \mathcal{L} g \rangle_{\pi} = \varepsilon \int_{\mathbb{R}^\Lambda} \nabla f(y) \nabla \cdot \left[ e^{-V(y)/\varepsilon} \nabla g(y) \right] \, dy = -\varepsilon \int \nabla f(y) \cdot \nabla g(y) e^{-V(y)/\varepsilon} \, dy.
\]
Since $\overline{f}$ and $g$ play a symmetric role in this expression, it is equal to $\langle \mathcal{L} f, g \rangle_{\pi}$. It follows that the Markov semigroup $P_t = e^{t\mathcal{L}}$ is also self-adjoint, that is,
\[
\langle f, P_t g \rangle_{\pi} = \langle P_t f, g \rangle_{\pi}.
\]
Taking for $f$ and $g$ functions converging to Dirac distributions $\delta_y$ and $\delta_z$ yields (1.3.5).
Remark 1.3.4. The reason we have omitted the normalisation $\mathcal{Z}^{-1}$ in the weighted inner product (1.3.4) is purely for later notational convenience. Of course, it does not change anything in the presented results.

1.4 Large deviations

We now focus on the weak-noise regime $0 < \varepsilon \ll 1$. The theory of large deviations provides a useful tool to estimate the probability of rare events as $\varepsilon$ decreases to 0.

Definition 1.4.1 (Large-deviation principle). Fix a time horizon $T \in (0, \infty)$. We say that a function $\mathcal{I} = \mathcal{I}_{[0,T]}$ from the space $\mathcal{C}_0$ of continuous paths $\gamma : [0,T] \to \mathbb{R}^\Lambda$ to $\mathbb{R}_+$ is a good rate function if it is lower semi-continuous (its sublevel sets are closed) and has compact level sets. The process $(y_t)_{t \in [0,T]}$ satisfies a sample-paths large-deviation principle (LDP) if with good rate function $\mathcal{I}$

$$\liminf_{\varepsilon \to 0} \varepsilon \log \mathbb{P}\{(y_t)_{t \in [0,T]} \in O\} \geq -\inf_{\gamma \in O} \mathcal{I}_{[0,T]}(\gamma)$$

$$\limsup_{\varepsilon \to 0} \varepsilon \log \mathbb{P}\{(y_t)_{t \in [0,T]} \in C\} \leq -\inf_{\gamma \in C} \mathcal{I}_{[0,T]}(\gamma)$$

holds for all open $O \subset \mathcal{C}_0$ and all closed $C \subset \mathcal{C}_0$.

Roughly speaking, the large-deviation principle says that for a sufficiently nice set $\Gamma$ of paths $\gamma : [0,T] \to \mathbb{R}^\Lambda$, we have

$$\mathbb{P}\{(y_t)_{t \in [0,T]} \in \Gamma\} \approx e^{-\inf_{\gamma \in \Gamma} \mathcal{I}_{[0,T]}(\gamma)}$$

in the sense of logarithmic equivalence. Here are two illustrative examples:

1. Let $\gamma_0 : [0,T] \to \mathbb{R}^\Lambda$ be a given continuous path, and let $\Gamma$ be the set of paths such that $\|\gamma(t) - \gamma_0(t)\| < \delta$ for all $t \in [0,T]$. As $\delta$ decreases to 0, the infimum of $\mathcal{I}_{[0,T]}$ over $\Gamma$ will converge to $\mathcal{I}(\gamma_0)$. Therefore, the probability of sample paths tracking $\gamma_0$ up to a small error $\delta$ will be close to $e^{-\mathcal{I}_{[0,T]}(\gamma_0)/(2\varepsilon)}$ for small $\delta$.

2. Let $D \subset \mathbb{R}^\Lambda$ be a bounded, connected subset of $\mathbb{R}^\Lambda$, fix a point $y_0 \in D$, and let $\Gamma$ be the set of continuous paths starting in $y_0$ and leaving $D$ at least once during the time interval $(0,T)$. Then we have

$$\mathbb{P}\{\tau_D < T\} \approx e^{-\inf_{\gamma \in \Gamma} \mathcal{I}_{[0,T]}(\gamma)/(2\varepsilon)}$$

where $\tau_D = \inf\{t > 0 : \gamma_t \notin D\}$ is the first-exit time from $D$.

In the case of scaled Brownian motion $\sqrt{2\varepsilon} W_t$, Schilder [Sch66] obtained a large-deviation principle with rate function

$$\mathcal{I}_{[0,T]}(\gamma) := \frac{1}{2} \int_0^T \|\dot{\gamma}(t)\|^2 \, dt \quad \text{if } \gamma \in H^1,$$

$$+\infty$$

otherwise.

Freidlin and Wenzell [FW98] extended this result to general diffusions. Their proof uses the Cameron–Martin–Girsanov formula to reduce the general problem to the special case of scaled Brownian motion. In the case of the SDE (1.2.1), the LDP takes the following form.

Theorem 1.4.2 (LDP for gradient diffusions). The diffusion (1.2.1) satisfies a large-deviation principle with good rate function

$$\mathcal{I}_{[0,T]}(\gamma) := \frac{1}{2} \int_0^T \|\gamma(t) + \nabla V(\gamma(t))\|^2 \, dt \quad \text{if } \gamma \in H^1,$$

$$+\infty$$

otherwise.
1.5. Metastability

For SDEs with more general drift coefficients \( f(y) \), the term \( \|\dot{\gamma}(t) + \nabla V(\gamma(t))\|^2 \) in the rate function has to be replaced by \( \|\dot{\gamma}(t) - f(\gamma(t))\|^2 \), and there also exists a version for SDEs with general diffusion coefficients. However, the gradient form of the system (1.2.1) entails a substantial simplification, since we have the identity

\[
\mathcal{I}_{[0,T]}(\gamma) = \frac{1}{2} \int_0^T \|\dot{\gamma}(t) - \nabla V(\gamma(t))\|^2 \, dt + 2 \int_0^T \dot{\gamma}(t) \cdot \nabla V(\gamma(t)) \, dt = \frac{1}{2} \int_0^T \|\dot{\gamma}(t) - \nabla V(\gamma(t))\|^2 \, dt + 2[V(\gamma(T)) - V(\gamma(0))].
\]

If for example we want to analyse properties of the first-exit time from a potential well \( D \), starting from its bottom \( y^* \), the integral in (1.4.1) can be made arbitrarily small by taking \( T \) large and letting \( \gamma(t) \) be the solution of the equation with reversed drift \( \dot{\gamma} = -\nabla V(\gamma) \). The rate function will thus be dominated by the minimum of the potential difference \( 2[V(y) - V(y^*)] \) over all \( y \) on the boundary of \( D \).

**Exercise 1.4.3.** Compute the rate function \( \mathcal{I}_{[0,T]} \) in the case of the Ornstein–Uhlenbeck process

\[
dy_t = -y_t \, dt + \sqrt{2\epsilon} \, dW_t,
\]

and use it to analyse the cumulative distribution function of \( \tau = \inf\{t > 0 : |y_t| > L\} \) as \( \epsilon \to 0 \). ♣

1.5 Metastability

The existence of a unique invariant probability measure having been settled, the next natural question to ask is whether the system will converge to this measure. In fact, as hinted at in Exercise 1.2.1, in the case of the diffusion (1.0.1) we have the even stronger Lyapunov property

\[
(L V)(y) \leq -cV(y) + d
\]

for two constants \( c > 0 \) and \( d \geq 0 \). According to [MT93c, Theorem 6.1], we have an exponential ergodicity result of the form

\[
\sup_{f} \left| \mathbb{E}^y[f(y_t)] - \langle \pi, f \rangle \right| \leq C[V(y) + 1] e^{-\beta t} \quad \forall y \in \mathbb{R}^A
\]

for some constants \( \beta, C > 0 \). However, this result does not yield a good control on the constants \( \beta \) and \( C \), and in particular \( \beta \) can behave quite badly in terms of \( \epsilon \). This is a manifestation of the phenomenon of metastability, which is related to the fact that for small \( \epsilon \), the system may take extremely long to move between potential wells. A classical approach to quantifying this phenomenon is thus to investigate the law of this interwell transition time.

1.5.1 Arrhenius law

For simplicity, we will only consider cases where \( V \) is a double-well potential, as is the case for the system (1.0.1) for \( \gamma > \gamma_1(N) \) according to Proposition 1.1.1. We can always assume that the saddle is located at the origin, and denote the two local minima by \( y^*_\pm \). Assume that the diffusion starts in \( y^*_+ \), and given a small constant \( \delta > 0 \), denote by

\[
\tau_+ := \inf\{t > 0 : \|y_t - y^*_+\| < \delta\}
\]

the first-hitting time of a small neighbourhood of \( y^*_+ \).

A first type of results on the law of \( \tau_+ \) can be obtained by applying the theory of large deviations outlined in Section 1.4.
Theorem 1.5.1 (Large-deviation results for interwell transitions). Let $H = V(0) - V(y_\ast^-)$ be the potential difference between the starting minimum and the saddle. Then

$$\lim_{\varepsilon \to 0} \varepsilon \log \mathbb{E}^y_\ast [\tau_+] = H \, .$$

(1.5.1)

Furthermore, for any $\eta > 0$,

$$\lim_{\varepsilon \to 0} \mathbb{P}^y_\ast \left\{ e^{(H - \eta)/\varepsilon} \leq \tau_+ \leq e^{(H + \eta)/\varepsilon} \right\} = 1 \, .$$

(1.5.2)

Finally, let $D_-$ denote the basin of attraction of $y_\ast^-$ under the deterministic dynamics. Then the location $y_{\tau_{D_-}}$ of first exit from $D_-$ satisfies

$$\lim_{\varepsilon \to 0} \mathbb{P}^y_{D_-} \left\{ y_{\tau_{D_-}} \in \mathcal{N} \right\} = 0 \, .$$

(1.5.3)

for any closed $\mathcal{N} \subset \partial D_-$ that does not contain the saddle at 0.

Relation (1.5.1) is called Arrhenius’ law. It states that the expected transition time behaves like $e^{H/\varepsilon}$ in the sense of logarithmic equivalence. The exponential dependence in $H/\varepsilon$ goes back to works by van’t Hoff and Arrhenius in the late 19th century [Arr89]. Relation (1.5.2) shows that the law of $\tau_+$ concentrates around its expectation, albeit in a rather weak sense. The last result (1.5.3) states that the exit location from the starting potential well concentrates near the saddle in the vanishing noise limit.

Theorem 1.5.1 can be obtained in two main steps. Firstly, analogous results for the first exit from a bounded subset of $D_-$ follow from Theorems 2.1, 4.1 and 4.2 in [FW98, Chapter 4]. The main idea of the proof is that successive attempts to exit this subset are almost independent, and have an exponentially small probability of success as discussed at the end of Section 1.4. Secondly, these estimates can be extended to the distribution of $\tau_+$ by showing that the process behaves like a Markov chain jumping between neighbourhoods of critical points of $V$, see Theorems 5.1 and 5.3 in [FW98, Chapter 6].

Particularising to the diffusion (1.0.1) for $\gamma > \gamma_1(N)$, we obtain that Arrhenius’ law (1.5.1) holds with

$$H = V(0) - V(-1, \ldots, -1) = \frac{N}{4} \, .$$

(1.5.4)

We point out that at this stage, we do not claim any control on the speed of convergence in (1.5.1), (1.5.2) and (1.5.3) as a function of $N$. This is a more subtle point that we will come back to later on.

Remark 1.5.2. The case where $\gamma$ lies below $\gamma_1(N)$ but is still of order $N^2$ can be analysed in a similar way. The main difference is that instead of a single saddle located at the origin, the number of relevant saddles is proportional to $N$. Thus $H$ is no longer given by (1.5.4), and the exit location from the starting well is concentrated in the union of the relevant saddles. See [BFG07a, Theorem 2.10] and [BFG07b, Theorem 2.4].

1.5.2 Potential theory

One of the approaches allowing to obtain sharper asymptotics on metastable transition times is based on potential theory. The starting point is the observation that owing to Dynkin’s formula, several probabilistic quantities of interest solve boundary value problems involving the infinitesimal generator $\mathcal{L}$ of the process.
Let \( A \subset \mathbb{R}^A \) be a closed set with smooth boundary, and let \( \tau_A = \inf\{ t > 0 : y_t \in A \} \) be the first-hitting time of \( A \). Then the map \( y \mapsto w_A(y) = \mathbb{E}^y[\tau_A] \) satisfies the Poisson problem

\[
\begin{cases}
(\mathcal{L} w_A)(y) = -1 & y \in A^c, \\
w_A(y) = 0 & y \in A.
\end{cases}
\] (1.5.5)

This is a particular case of [Øks85, Corollary 9.1.2].

Exercise 1.5.3. Consider the SDE (1.2.1) in the one-dimensional case \( y \in \mathbb{R} \), for a potential \( V \) growing sufficiently fast at infinity. Show that for \( A = (-\infty, a] \), the solution of (1.5.5) is given by

\[
w_A(y) = \frac{1}{\varepsilon} \int_a^y \int_{y_2}^\infty e^{[V(y_2) - V(y_1)]/\varepsilon} \, dy_1 \, dy_2 \quad \forall y > a.
\]

Assume now that \( V \) is a double-well potential, with two local minima located at \( y^- < a \) and \( y^+ > a \), and a saddle (local maximum) at \( z^* \in (a, y^+) \) (Figure 1.2). Use Laplace asymptotics to show that

\[
w_A(y) = \frac{2\pi}{\sqrt{|V'''(z^*)|V''(y^*)}} e^{[V(z^*) - V(y^*)]/\varepsilon} \left[ 1 + O(\sqrt{\varepsilon}) \right].
\] (1.5.6)

Relation (1.5.6) is known as Kramers’ law.

In general, there is no explicit solution to the Poisson equation (1.5.5). However, the solution can be represented as

\[
w_A(y) = -\int_{A^c} G_{A^c}(y, z) \, dz,
\] (1.5.7)

where \( G_{A^c} \) is the Green function associated with \( A^c \), which solves

\[
\begin{cases}
(\mathcal{L} G_{A^c})(y, z) = \delta(y - z) & y \in A^c, \\
G_{A^c}(y, z) = 0 & y \in A.
\end{cases}
\]

Reversibility of the SDE (1.2.1) implies that \( G_{A^c} \) satisfies the detailed-balance relation

\[
e^{-V(y)/\varepsilon} G_{A^c}(y, z) = e^{-V(z)/\varepsilon} G_{A^c}(z, y).
\] (1.5.8)
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Let now $A$ and $B$ be two disjoint closed sets with smooth boundary. A second quantity of interest is the committor function $h_{AB}(y) = \mathbb{P}^y[\tau_A < \tau_B]$, also called equilibrium potential. It satisfies the Dirichlet problem

$$
\begin{cases}
(\mathcal{L} h_{AB})(y) = 0 & y \in (A \cup B)^c, \\
h_{AB}(y) = 1 & y \in A, \\
h_{AB}(y) = 0 & y \in B.
\end{cases}
$$

(1.5.9)

**Exercise 1.5.4.** Consider again the SDE (1.2.1) in the one-dimensional case $y \in \mathbb{R}$. Given $a < b$, let $A = (-\infty, a]$ and $B = [b, \infty)$. Show that

$$
h_{AB}(y) = \int_y^b e^{V(z)/\varepsilon} \frac{dz}{e^{V(z)/\varepsilon}} \int_a^b e^{V(z)/\varepsilon} \frac{dz}{e^{V(z)/\varepsilon}} \forall y \in [a, b].
$$

(1.5.10)

Use Laplace asymptotics to determine the behaviour of $h_{AB}(y)$ as $\varepsilon \to 0$. ♣

There exists again an integral representation of the solution to (1.5.9) in terms of the Green function, namely

$$
h_{AB}(y) = -\int_{\partial A} G_B(y, z) e_{AB}(dz).
$$

(1.5.11)

Here $e_{AB}$ is a measure concentrated on $\partial A$ called the equilibrium measure. It is defined by

$$
e_{AB}(dy) := (-\mathcal{L} h_{AB})(dy)
$$

interpreted in the weak sense (i.e., both sides have to be integrated against test functions). The capacity is then defined by

$$
cap(A, B) := \int_{\partial A} e^{-V(y)/\varepsilon} e_{AB}(dy).
$$

Note that the capacity is the normalisation required to make

$$
\nu_{AB}(dy) := \frac{1}{\text{cap}(A, B)} e^{-V(y)/\varepsilon} e_{AB}(dy)
$$

a probability measure on $\partial A$.

**Remark 1.5.5.** The name capacity is due to an analogy with electrostatics. Indeed, in the case without potential $V = 0$, (1.5.9) is the equation for the electric potential of a capacitor, consisting of a conductor $A$ at potential 1 and a grounded conductor $B$. The integral relation (1.5.11) expresses the fact that $h_{AB}$ is the electric potential created by a charge density $e_{AB}$ on $\partial A$ with zero boundary conditions on $B$. Since the potential difference between the conductors is equal to 1, the capacity is equal to the total charge on the conductor $A$. ♦

The main result that makes the potential-theoretic approach so successful is the following relation between expected first-hitting time and capacity.

**Theorem 1.5.6.** For any disjoint sets $A$ and $B$ with smooth boundary,

$$
\mathbb{E}^{\nu_{AB}}[\tau_B] := \int_{\partial A} w_B(y) \nu_{AB}(dy) = \frac{1}{\text{cap}(A, B)} \int_{(A \cup B)^c} e^{-V(y)/\varepsilon} h_{AB}(y) dy.
$$

(1.5.12)
Proof: It follows from the integral representation (1.5.7) of \( w_B \), the detailed balance (1.5.8) of the Green function, and the integral representation (1.5.11) of \( h_{AB} \), that
\[
\text{cap}(A, B) \int_{\partial A} w_B(y) v_{AB}(dy) = -\int_{\partial A} \int_{B'} G_B(y, z) dz \, e^{-\sqrt{v(y)}/\epsilon} e_{AB}(dy)
\]
\[
= -\int_{B'} \int_{\partial A} G_B(z, y) e_{AB}(dy) e^{-\sqrt{v(z)}/\epsilon} dz
\]
\[
= \int_{B'} h_{AB}(z) e^{-\sqrt{v(z)}/\epsilon} dz.
\]
Dividing by the capacity yields (1.5.12).

The exact relation (1.5.12) is useful because there exist variational principles that often allow to obtain good upper and lower bounds on the capacity. The first of these principles states that the capacity is a minimiser of the Dirichlet form.

**Definition 1.5.7 (Dirichlet form).** The Dirichlet form associated with the diffusion (1.2.1) is the quadratic form acting on test functions \( f : \mathbb{R}^A \to \mathbb{R} \) in the domain of \( \mathcal{L} \), defined by
\[
\mathcal{B}(f) := \langle f, -\mathcal{L} f \rangle = \epsilon \int_{\mathbb{R}^A} e^{-\sqrt{v(y)}/\epsilon} \|\nabla f(y)\|^2 dy.
\]  

(1.5.13)

The integral expression for the Dirichlet form in (1.13.13) is a consequence of the first Green identity, which is essentially the divergence theorem (using the fact that \( e^{-\sqrt{v}/\epsilon} \nabla \cdot (g e^{-\sqrt{v}/\epsilon} \nabla f) = \epsilon \nabla \cdot (g e^{-\sqrt{v}/\epsilon} \nabla f) \)) and says that for a set \( D \) with smooth boundary,
\[
\int_D e^{-\sqrt{v(y)}/\epsilon} [\epsilon \nabla f(y) \cdot \nabla g(y) + g(y)(\mathcal{L} f)(y)] dy = \epsilon \int_{\partial D} e^{-\sqrt{v(y)}/\epsilon} g(y) \partial_n(y) f(y) \sigma(dy),
\]  

(1.14.14)

where \( \partial_n(y) f(y) = \nabla f(y) \cdot n(y) \) denotes the derivative in the direction of the unit outer normal \( n(y) \) at a point \( y \in \partial D \), and \( \sigma(dy) \) is the Lebesgue measure on \( \partial D \). In the particular case \( D = \mathbb{R}^A \), the right-hand side of (1.14.14) vanishes and one obtains the integral expression in (1.13.13).

The quadratic form \( \mathcal{B} \) can be extended by polarisation to a bilinear form given by
\[
\mathcal{B}(f, g) = \langle f, -\mathcal{L} g \rangle = \epsilon \int_{\mathbb{R}^A} e^{-\sqrt{v(y)}/\epsilon} \nabla f(y) \cdot \nabla g(y) dy,
\]

which satisfies the Cauchy–Schwarz inequality \( \mathcal{B}(f, g)^2 \leq \mathcal{B}(f) \mathcal{B}(g) \).

**Theorem 1.5.8 (Dirichlet principle).** Let \( \mathcal{H}_{AB} \) be the set of functions \( h : \mathbb{R}^A \to [0, 1] \) such that \( h|_A = 1 \) and \( h|_B = 0 \). Then
\[
\text{cap}(A, B) = \mathcal{B}(h_{AB}) = \inf_{h \in \mathcal{H}_{AB}} \mathcal{B}(h).
\]

Proof: Pick any \( h \in \mathcal{H}_{AB} \). Since \( h_{AB} \) satisfies the Dirichlet problem (1.5.9), we have
\[
\mathcal{B}(h, h_{AB}) = \epsilon \int_{\mathbb{R}^A} e^{-\sqrt{v(y)}/\epsilon} h(y)(-\mathcal{L} h_{AB})(y) dy
\]
\[
= \epsilon \int_{\partial A} e^{-\sqrt{v(y)}/\epsilon} e_{AB}(dy)
\]
\[
= \text{cap}(A, B).
\]

Since \( h_{AB} \in \mathcal{H}_{AB} \), we obtain \( \mathcal{B}(h_{AB}) = \text{cap}(A, B) \). The Cauchy–Schwarz inequality then yields \( \mathcal{B}(h_{AB})^2 = \mathcal{B}(h, h_{AB})^2 \leq \mathcal{B}(h) \mathcal{B}(h_{AB}) \), i.e., \( \mathcal{B}(h) \geq \mathcal{B}(h_{AB}) \). A sketch is given in Figure 1.3.
There also exists a variational principle allowing to obtain lower bounds on the capacity, the Thomson principle, which involves divergence-free flows.

**Definition 1.5.9** (Divergence-free unit flow). A divergence-free unit $AB$-flow is a vector field $\varphi$ of class $C^1$ on $(A \cup B)^c$ such that $\nabla \cdot \varphi = 0$ in $(A \cup B)^c$ and

$$\int_{\partial A} \varphi(y) \cdot n_A(y) \sigma(dy) = 1 = -\int_{\partial B} \varphi(y) \cdot n_B(y) \sigma(dy), \quad (1.5.15)$$

where $n_A(y)$, $n_B(y)$ denote the unit outward normal vectors at $y \in \partial A$ and $y \in \partial B$ respectively. We denote by $U_{AB}^1$ the set of divergence-free unit $AB$-flows. The harmonic unit flow is defined as

$$\varphi_{AB}(y) := -\frac{\varepsilon}{\text{cap}(A,B)} e^{-V(y)/\varepsilon} \nabla h_{AB}(y)$$

and it satisfies $\varphi_{AB} \in U_{AB}^1$.

The fact that $\varphi_{AB}$ is divergence-free follows from the form (1.3.1) of the generator and the fact that $h_{AB}$ is harmonic. Its satisfies (1.5.15) as a consequence of the divergence theorem.

We define a bilinear form on $U_{AB}^1$ by

$$\mathcal{D}(\varphi, \psi) := \frac{1}{\varepsilon} \int_{(A \cup B)^c} e^{V(y)/\varepsilon} \varphi(y) \cdot \psi(y) \, dy, \quad (1.5.16)$$

and set $\mathcal{D}(\varphi, \varphi) := \mathcal{D}(\varphi)$.

**Proposition 1.5.10** (Thomson principle). The capacity satisfies

$$\text{cap}(A,B) = \frac{1}{\mathcal{D}(\varphi_{AB})} = \sup_{\varphi \in U_{AB}^1} \frac{1}{\mathcal{D}(\varphi)}.$$

**Proof:** Set $\Psi_{h_{AB}} = \text{cap}(A,B) \varphi_{AB} = -\varepsilon e^{-V/\varepsilon} \nabla h_{AB}$. Then

$$\mathcal{D}(\Psi_{h_{AB}}) = \frac{\varepsilon^2}{\varepsilon} \int_{(A \cup B)^c} e^{V(y)/\varepsilon} |e^{-V(y)/\varepsilon} \nabla h_{AB}(y)|^2 \, dy = \text{cap}(A,B).$$
This implies $D(\varphi_{AB}, \varphi) = \frac{1}{\varepsilon} \int_{(A \cup B)^c} e^{V(y)/\varepsilon} \Psi_{h_{AB}}(y) \cdot \varphi(y) dy$

$$= -\int_{(A \cup B)^c} \nabla h_{AB}(y) \cdot \varphi(y) dy$$

$$= -\int_{(A \cup B)^c} \nabla \cdot (h_{AB}(y) \varphi(y)) dy + \int_{(A \cup B)^c} h_{AB}(y) \nabla \cdot \varphi(y) dy.$$

The second integral vanishes because $\varphi$ is divergence-free. By the divergence theorem, the first term is equal to

$$-\int_{\partial (A \cup B)} h_{AB}(y) \varphi(y) \cdot n(y) \sigma(dy),$$

where $n(y)$ is the unit normal vector pointing inside $A \cup B$. The integral on $\partial B$ vanishes, while the integral on $\partial A$ is equal to 1 because $n(y) = -n_A(y)$ and $\varphi$ satisfies (1.5.15). This implies $D(\Psi_{h_{AB}}, \varphi) = 1$, and thus, by the Cauchy–Schwarz inequality,

$$1 = D(\Psi_{h_{AB}}, \varphi)^2 \leq D(\Psi_{h_{AB}})D(\varphi) = \text{cap}(A,B)D(\varphi),$$

showing that indeed $\text{cap}(A,B) \geq 1/D(\varphi)$. □

Remark 1.5.11. The potential-theoretic approach described in this section admits a simple analogue in the setting of discrete Markov chains. This will not play any role in what follows, but for completeness and since it may help intuition, we summarise this theory in Appendix A. ♦

1.5.3 Eyring–Kramers law

We now apply the potential-theoretic approach to the system of interacting diffusions, in order to obtain sharper asymptotics on the transition time between the two states $y^*_{\pm} = \pm(1, \ldots, 1)$. For simplicity, we only consider the case $\gamma > \gamma_1(N)$, when the potential is a double-well potential with a saddle located at the origin. The theory works, however, in much greater generality.

One simplification due to the condition $\gamma > \gamma_1(N)$ is that we will be able to use the following symmetry argument.

Lemma 1.5.12. Let $A$ and $B$ satisfy $B = -A$. Then

$$\int_{(A \cup B)^c} e^{-V(y)/\varepsilon} h_{AB}(y) dy = \frac{1}{2} Z$$

where $Z$ is the partition function of the system defined in (1.3.2).

Exercise 1.5.13. Prove Lemma 1.5.12, using the fact that $V(-y) = V(y)$ and the relations $h_{AB}(y) = h_{BA}(-y)$ and $h_{AB}(y) = 1 - h_{BA}(y)$. ♣

To apply Theorem 1.5.6, it is thus sufficient to estimate the partition function $Z$ and the capacity $\text{cap}(A,B)$. In order to do so, it turns out to be useful to make a change of variables. Let $(e_0, \ldots, e_N)$ be an orthonormal basis of $\mathbb{R}^N$, where

$$e_0 := \frac{1}{\sqrt{N}} (1, \ldots, 1)^T.$$
The precise form of the other basis vectors will not matter – one possibility is to use those appearing in the discrete Fourier transform. We denote by \( \mathbb{R}^\Lambda_\perp \) the span of \( e_1, \ldots, e_{N-1} \). The change of variables is given by

\[
y = y_0 e_0 + \sqrt{\epsilon} y_\perp
\]

where

\[
y_0 = y \cdot e_0 = \frac{1}{\sqrt{N}} \sum_{i=1}^{N} y_i, \quad y_\perp = \frac{1}{\sqrt{\epsilon}} (y - y_0 e_0) \in \mathbb{R}^\Lambda_\perp.
\]

The role of the factor \( \sqrt{\epsilon} \) is to highlight the scaling properties of some quantities with \( \epsilon \). Due to this factor, the Jacobian of the transformation \( y \mapsto (y_0, y_\perp) \) is equal to \( \epsilon^{(N-1)/2} \). Performing the change of variables in the potential \( V \), and using the fact that the sum of the coordinates of \( y_\perp \) vanishes, we obtain

\[
\frac{1}{\epsilon} V(y) = \frac{1}{\epsilon} V_0(y_0) + \frac{1}{2} \langle y_\perp, Q_\perp(y_0) y_\perp \rangle + R_\epsilon(y_0, y_\perp).
\]  

(1.5.17)

Here

\[
V_0(y_0) := N U \left( \frac{y_0}{\sqrt{N}} \right) = \frac{1}{4N} y_0^4 - \frac{1}{2} y_0^2 + \frac{N}{4},
\]

while \( \langle y_\perp, Q_\perp(y_0) y_\perp \rangle \) is the quadratic form defined by

\[
Q_\perp(y_0) := \left( \frac{3}{N} y_0^2 - 1 \right) \mathbf{I} - \gamma \Delta_{\perp,N}
\]

where \( \Delta_{\perp,N} \) is the discrete Laplacian acting on \( \mathbb{R}^\Lambda_\perp \), and \( R_\epsilon \) is a remainder given by

\[
R_\epsilon(y_0, y_\perp) = \sqrt{\frac{\epsilon}{N}} y_0 \sum_{i=\Lambda} (y_i)^2 + \frac{\epsilon}{4} \sum_{i=\Lambda} (y_i^2)^4.
\]

**Proposition 1.5.14.** The partition function has the asymptotic form

\[
\mathcal{Z} = 2 \sqrt{\frac{(2\pi \epsilon)^N}{2 \det Q_\perp(-\sqrt{N})}} \left[ 1 + O(\epsilon) \right] = 2 \sqrt{\frac{(2\pi \epsilon)^N}{\prod_{k=0}^{N-1} \nu_k^N}} \left[ 1 + O(\epsilon) \right],
\]

(1.5.18)

where the \( \nu_k^N \) are the eigenvalues (1.1.4) of the Hessian of \( V(y^\ast) \).

**Proof:** This result follows rather directly from standard Laplace asymptotics, but we will give some details of the proof as they will be useful later on. Using (1.5.17), we get

\[
\mathcal{Z} = \epsilon^{(N-1)/2} \int_{-\infty}^{\infty} e^{-V_0(y_0)/\epsilon} \int_{\mathbb{R}_+^\Lambda} e^{-\langle y_\perp, Q_\perp(y_0) y_\perp \rangle/2} e^{-R_\epsilon(y_0, y_\perp)} dy_\perp dy_0.
\]  

(1.5.19)

The idea is to view the integral over \( \mathbb{R}^\Lambda_\perp \) as an expectation under the Gaussian measure \( g_\epsilon(y_0) \) with covariance \( Q_\perp(y_0)^{-1} \). Taking the normalisation into account, we obtain

\[
\mathcal{Z} = \epsilon^{(N-1)/2} \int_{-\infty}^{\infty} e^{-V_0(y_0)/\epsilon} \sqrt{\frac{(2\pi)^{N-1}}{\det Q_\perp(y_0)}} \mathbb{E}^g_\epsilon(y_0) \left[ e^{-R_\epsilon(y_0, y_\perp)} \right] dy_0.
\]

The expectation is bounded uniformly in \( \epsilon \) and \( N \), because the potential satisfies the quadratic lower bound (1.1.5) derived in Exercise 1.1.2. Therefore it converges to 1 as \( \epsilon \to 0 \) by the dominated convergence theorem. The result then follows by one-dimensional Laplace asymptotics for the integral over \( y_0 \), since \( V_0 \) has quadratic minima in \( \pm \sqrt{N} \). The fact that the error has order \( \epsilon \) instead of \( \sqrt{\epsilon} \) is due to the fact that the potential is even in \( y_0 \).

\( \square \)
Remark 1.5.15. We have not claimed that the error term $O(\varepsilon)$ is (1.5.18) is uniform in $N$. In fact, this is indeed the case, but proving it needs a little bit more work. We will come back to this point in Section 2.7.

To simplify the computation of the capacity, we will assume that the sets $A$, and $B$ are of the form

$$A = -B = \{ y : |y_0 + \sqrt{N}| \leq \delta, y_\perp \in D_\perp \},$$

(1.5.20)

where $\delta \ll \sqrt{N}$ and $D_\perp$ is a ball sufficiently large for $A \cup B$ to contain most of the mass of the invariant measure $\pi$, in the sense that $\pi((A \cup B)^c) = O(\varepsilon)$. This holds for $D_\perp$ of radius of order $\sqrt{\log(\varepsilon^{-1})}$, see for instance [BDGW17, Lemma 5.9].

Proposition 1.5.16. For $A$ and $B$ satisfying (1.5.20), one has

$$\text{cap}(A, B) = \frac{1}{2\pi} \sqrt{\frac{(2\pi\varepsilon)^N |\mu_0^N|}{2 \det Q_\perp(0)}} e^{-N/4\varepsilon} [1 + O(\varepsilon)] = \frac{|\mu_0^N|}{2\pi} \sqrt{\frac{(2\pi\varepsilon)^N}{\prod_{k=0}^{N-1} \mu_k^N}} e^{N/4\varepsilon} [1 + O(\varepsilon)],$$

(1.5.21)

where the $\mu_k^N$ are the eigenvalues (1.1.3) of the Hessian of $V(0)$.

Proof: We will apply the Dirichlet and Thomson principles with appropriate choices of $h$ and $\varphi$. For the upper bound, we use a function depending only on the coordinate $y_0$, and which is simply given by the one-dimensional committor (1.5.10) derived in Exercise 1.5.4:

$$h(y) = h_0(y_0) = \frac{1}{c_0} \int_y^a e^{V_0(\xi)/\varepsilon} d\xi , \quad c_0 := \int_{-a}^a e^{V_0(\xi)/\varepsilon} d\xi ,$$

where $a = \sqrt{N} - \delta$ is the left boundary of $B$. For $|y_0| > a$, $h_0(y_0)$ is continuously extended by constant values 1 or 0. Inserting this in the Dirichlet form, we obtain

$$\mathcal{D}(h) = \frac{\varepsilon}{c_0^2} e^{(N-1)/2} \int_{-a}^a e^{V_0(y_0)/\varepsilon} \int_{\mathbb{R}_\perp} e^{-(y_\perp, Q_\perp(0) y_\perp)/2} e^{-R_\perp(y_0, y_\perp)} dy_\perp dy_0 .$$

Observe that the sign of $V_0$ has changed in the exponent with respect to (1.5.19), which means that $y_0$ close to 0 will now dominate the integral. Writing again the integral over $\mathbb{R}_\perp$ as an expectation under the Gaussian measure $g_N$ yields an upper bound of the desired form, noting that $c_0 = e^{V_0(0)/\varepsilon} [2\pi e/|\mu_0^N|]^{1/2} [1 + O(\varepsilon)]$ and $V_0(0) = N/4$.

For the lower bound, we apply the Thomson principle with the unit flow

$$\varphi(y) = \frac{1}{K} \mathbb{1}_{D_\perp}(y_\perp) e^{-(y_\perp, Q_\perp(0) y_\perp)/2} e_0 , \quad K := \varepsilon^{(N-1)/2} \int_{D_\perp} e^{-(y_\perp, Q_\perp(0) y_\perp)/2} dy_\perp .$$

Since $\varphi$ depends only on $y_\perp$ and is directed along $e_0$, it is indeed divergence-free. In addition, it has intensity 1 by definition of $K$. We obtain

$$\mathcal{G}(\varphi) = \frac{1}{\varepsilon K} \int_{-a}^a e^{V_0(y_0)/\varepsilon} g_N(0) \mathbb{1}_{D_\perp} e^{-(y_\perp, Q_\perp(0) y_\perp)/2} e^{R_\perp(y_0, y_\perp)} dy_\perp .$$

The expectation is bounded because $D_\perp$ is bounded, and equal to $1 + O(\varepsilon)$ thanks to the assumption on $D_\perp$. The result then follows by computing the Gaussian integral $K$ and performing Laplace asymptotics on the integral over $y_0$.

\footnote{We could have included the quartic part of the potential in the exponent as well, yielding a better control on the decay for large $y_\perp$. This is, however, not needed if we do not care about uniformity in $N$.}
Combining the above estimates, we obtain the following sharp asymptotics on the transition time, which is the main result of this section.

**Theorem 1.5.17** (Eyring–Kramers law for the double-well situation). Assume $\gamma > \gamma_1(N)$ and $B$ is as in (1.5.20). Then

$$E^{\nu_0^*}[\tau_B] = \frac{2\pi}{|\mu_0^N|} \frac{|\det \text{Hess } V(0)|}{|\det \text{Hess } V(\nu_0^*)|} \sqrt{|\det \text{Hess } V(\nu_0^*)|} e^{[V(0) - V(\nu_0^*)]/\epsilon} [1 + O(\epsilon)],$$

(1.5.22)

where Hess $V(y)$ denotes the Hessian matrix of $V$ at $y$.

**Proof:** The result when starting with the distribution $\nu_{AB}$ follows directly by inserting (1.5.18) and (1.5.21) in the exact relation obtained in Theorem 1.5.6. To extend this to solutions starting in $\nu_o^*$, there are two possibilities. One of them is to use Harnack inequalities, which bound the oscillation of harmonic functions, to show that $w_B(y)$ does not depend too badly on $y$, cf. [BEGK04, Lemma 4.6]. An alternative is to use a coupling argument as in [MOS89]. □

Note that (1.5.22) is indeed a generalisation to higher dimension of the one-dimensional expression (1.5.6) obtained in Exercise 1.5.3.

**Remark 1.5.18.** Similar results as (1.5.22) hold in much more general finite-dimensional situations, with a less sharp control of the error term, including situations with more than 2 wells [BEGK04]. Furthermore, the spectral gap of the generator $\mathcal{L}$ can be shown to be exponentially close to the inverse of the expected transition time (1.5.22) [BGK05]. □
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Consider the formal limit of the system (1.0.1) of coupled diffusions as $N \to \infty$ with $\gamma \sim N^2$. Given a parameter $L > 0$, that we will choose below as a function of the limit of $\gamma/N^2$, we define a function $\phi(t,x)$ by setting

$$y_i^t = \phi\left(t, \frac{i}{N}L\right), \quad i \in \Lambda$$

and interpolating linearly (or with some higher-order polynomials) between lattice points. The discrete Laplacian then formally satisfies, for $x = (i/N)L \in (0,L]$,

$$y_{i+1}^t - 2y_i^t + y_{i-1}^t = \phi\left(t, x + \frac{L}{N}\right) - 2\phi(t,x) + \phi\left(t, x - \frac{L}{N}\right)$$

$$= \frac{L^2}{N^2} \partial_{xx}\phi(t,x) + O\left(\frac{L^4}{N^4}\right).$$

Taking $L$ such that

$$L^2 = \lim_{N \to \infty} \frac{2N^2}{\gamma},$$

we see that the SDE (1.0.1) converges formally, as $N \to \infty$, to the equation

$$\partial_t \phi(t,x) = \partial_{xx}\phi(t,x) + \phi(t,x) - \phi(t,x)^3 + \sqrt{2\varepsilon} \xi(t,x), \quad (2.0.1)$$

where $\xi(t,x)$ is a stochastic process called space-time white noise, which we will have to properly define. In what follows, we will write $\Delta \phi$ instead of $\partial_{xx}\phi$, even though $x$ is one-dimensional, because the same notation will apply for higher-dimensional $x$. Note in particular that for the critical value $\gamma_1(N)$ of $\gamma$ obtained in Proposition 1.1.1, we have

$$\lim_{N \to \infty} \frac{2N^2}{\gamma_1(N)} = (2\pi)^2,$$

indicating that the value $L = 2\pi$ will play a special role.

**Remark 2.0.1.** The equation with a negative coefficient in front of $\phi$

$$\partial_t \phi(t,x) = \Delta \phi(t,x) - m^2 \phi(t,x) - \phi(t,x)^3 + \sqrt{2\varepsilon} \xi(t,x), \quad (2.0.2)$$

(where $m^2 \geq 0$) is called the $\Phi^4$ *model* [GJ68, GJS75, GJ81] (massive $\Phi^4$ model if $m > 0$) or *stochastic quantisation equation* [PW81], and plays an important role in Quantum Field Theory. The solution theory is the same for (2.0.1) and (2.0.2), but their long-time behaviour is very different, since (2.0.1) displays metastability while (2.0.2) does not.
2.1 Deterministic dynamics

We start by briefly analysing (2.0.1) in the deterministic case $\varepsilon = 0$, where it takes the form of the PDE

$$\partial_t \phi(t, x) = \Delta \phi(t, x) + \phi(t, x) - \phi(t, x)^3. \quad (2.1.1)$$

This equation is commonly known as Allen–Cahn equation, though one finds other names in the literature, including Chaffee–Infante equation, or real Ginzburg–Landau equation.

In the present setting, $x$ belongs to the scaled circle $\Lambda = \mathbb{R}/(L\mathbb{Z})$, which implicitly implies that we consider (2.1.1) with periodic boundary conditions.

A first useful observation is that the right-hand side of (2.1.1) derives again from a potential, obtained as the continuum limit of the potential (1.1.2), which is given by

$$V(\phi) := \int_0^L \left[ \frac{1}{2} \|\nabla \phi(x)\|^2 + \frac{1}{4} \left( \phi(x)^2 - 1 \right)^2 \right] dx. \quad (2.1.2)$$

Here we have written $\nabla \phi(x)$ instead of $\partial_x \phi(x)$, to have a notation also valid in higher dimensions. Indeed, the Gâteaux derivative of $V$ at $\phi$ in the direction $\psi$ is given by

$$\nabla_\psi V(\phi) := \frac{\partial}{\partial \lambda} V(\phi + \lambda \psi) \big|_{\lambda=0} = \int_0^L \left[ \nabla \phi(x) \cdot \nabla \psi(x) - \phi(x) \psi(x) + \phi(x)^3 \psi(x) \right] dx = -\langle \Delta \phi + \phi - \phi^3, \psi \rangle_{L^2},$$

where we have used integration by parts and the periodic boundary conditions in the last step. In particular, this shows that stationary solutions of (2.1.1) are critical points of $V$.

The role of the Hessian of $V$ at $\phi$ is played by the bilinear form mapping two periodic functions $\psi_1, \psi_2$ to

$$\nabla^2_{\psi_1, \psi_2} V(\phi) := \frac{\partial^2}{\partial \lambda_1 \partial \lambda_2} V(\phi + \lambda_1 \psi_1 + \lambda_2 \psi_2) \big|_{\lambda_1=\lambda_2=0} = \int_0^L \left[ \nabla \psi_1(x) \cdot \nabla \psi_2(x) - \psi_1(x) \psi_2(x) + 3 \phi(x)^2 \psi_1(x) \psi_2(x) \right] dx = \langle \psi_1, [-\Delta - 1 + 3 \phi(x)^2] \psi_2 \rangle_{L^2}. \quad (2.1.3)$$

This reflects the fact that the linearisation of (2.1.1) around a stationary solution $\phi^*$ is given by the variational equation

$$\partial_t \psi(t, x) = \Delta \psi(t, x) + [1 - 3 \phi^*(x)^2] \psi(t, x). \quad (2.1.4)$$
2.1. Deterministic dynamics

Figure 2.2 – Solutions of the Hamilton equations (2.1.5). Closed orbits correspond to periodic boundary conditions, while the orbit shown in red corresponds to Neumann boundary conditions. The curves \( \{H = \frac{1}{4}\} \) are separatrices reached in the limit of the period going to infinity.

Determining the stability of \( \phi^* \) is equivalent to solving the Sturm–Liouville problem consisting in computing the spectrum of (2.1.4) with periodic boundary conditions.

The PDE (2.1.1) has three obvious stationary solutions, which are constant in space, and natural analogues of the constant stationary solutions of the discrete system. We will denote by \( \phi^*_\pm \) the constant solutions equal to \( \pm 1 \), and by \( \phi^*_0 \) the constant solution equal to 0. The following result describes the set of all stationary solutions and their stability. The bifurcation diagram is sketched in Figure 2.1.

**Proposition 2.1.1.** The stationary solutions \( \phi^*_\pm \) are always stable. The solution \( \phi^*_0 \) has one unstable direction if \( 0 < L < 2\pi \), and more generally \( 2k + 1 \) unstable directions if \( 2k\pi < L < 2(k + 1)\pi \) for any \( k \in \mathbb{N}_0 \). In addition, at every multiple of \( 2\pi \), a one-parameter family of non-constant solutions bifurcates from the origin. These solutions are unstable, and of the form \( \phi^*_{k,0}(x) = \phi^*_0(x + \theta) \).

**Proof:** Setting \( \phi = \pm 1 \) in (2.1.3), we find that the Hessian of \( V \) at \( \phi^*_\pm \) is given by \(-\Delta + 2\). This has eigenvalues

\[
v_k = \left( \frac{2k\pi}{L} \right)^2 + 2, \quad k \in \mathbb{Z},
\]

which are all positive. Therefore, the Sturm–Liouville equation (2.1.4) has negative spectrum, and \( \phi^*_\pm \) are stable. In the case of \( \phi^*_0 \), we obtain a Hessian equal to \(-\Delta + 1\), which has eigenvalues

\[
\mu_k = \left( \frac{2k\pi}{L} \right)^2 - 1, \quad k \in \mathbb{Z}.
\]

Therefore, \( \mu_0 \) is always negative, while two additional \( \mu_k \) become negative whenever \( L \) exceeds \( 2k\pi \). The other stationary solutions are periodic solutions of

\[
\phi''(x) = \phi(x)^3 - \phi(x)
\]

of period \( L \). This second-order ODE is equivalent to the Hamiltonian system

\[
\begin{align*}
p'(x) &= q(x) \\
p''(x) &= q(x)^3 - q(x),
\end{align*}
\]

which derives from the Hamiltonian

\[
H(p, q) = \frac{1}{2}p^2 + \frac{1}{2}q^2 - \frac{1}{4}q^4.
\]
The energy $H$ is constant along solutions of (2.1.5), and therefore orbits are contained in level curves of $H$. Some level curves are shown in Figure 2.2. Non-constant stationary solutions of (2.1.1) correspond to closed level curves whose period is of the form $L/k$ for some $k \in \mathbb{N}$ (as they can be tracked multiple times). Expressing $p = q'$ in terms of $H$ and $q$ and integrating, one obtains that the period of the closed level curve $\{H(q,p) = E\}$ is given by

$$T(E) = 2 \int_{q_-}^{q_+} \frac{dq}{\sqrt{2E - q^2 + \frac{1}{2}q^4}}, \quad q_{\pm}(E) = \pm \sqrt{1 - \sqrt{1 - 4E}},$$

which is a Jacobi elliptic integral that is known to be an increasing function of $E$, starting at $2\pi$ for $E = 0$.

It follows that whenever $L$ is a multiple of $2\pi$, a new family of non-constant stationary solutions bifurcates from $\phi^*_0$. This is a family of solutions because one can choose the origin $x = 0$ anywhere on the closed level curve. The fact that these solutions are unstable has topological reasons (conservation of the degree of stationary points of functions depending on a parameter), and can be checked locally by a bifurcation analysis.

Exercise 2.1.2. Discuss the case of zero-flux Neumann boundary conditions

$$\frac{\partial \phi}{\partial x}(0) = \frac{\partial \phi}{\partial x}(L) = 0.$$

This setting corresponds to the orbit shown in red in Figure 2.2. Derive the bifurcation diagram representing the stationary solutions and their stability as a function of $L$.

2.2 Space-time white noise

We now turn to the precise definition of the space-time white noise process $\xi$ formally introduced in (2.0.1). It should have the following properties:

- each $\xi(t,x)$ should be a Gaussian random variable;
- each $\xi(t,x)$ should be centred;
- the values of $\xi$ at different space-time points should be independent, and thus uncorrelated, which is sometimes written informally as

$$\mathbb{E}[\xi(t,x)\xi(s,y)] = \delta(t-s)\delta(x-y).$$

(2.2.1)

It turns out that there is no random function having the above properties, but that there exists a random Schwartz distribution doing the job, i.e., one can consider $\xi$ as a random linear functional acting on test functions. We will denote by $\mathcal{F}$ be the Hilbert space $L^2(\mathbb{R} \times \Lambda)$, where we recall that $\Lambda = \mathbb{R}/(L\mathbb{Z})$. Let $\mathcal{S}'(\mathcal{F})$ be the space of Schwartz distributions, and denote by $\langle \xi, \varphi \rangle$ the duality pairing between a distribution $\xi \in \mathcal{S}'(\mathcal{F})$ and a test function $\varphi \in \mathcal{F}$.

Definition 2.2.1 (Space-time white noise). Space-time white noise on $\mathbb{R} \times \Lambda$ is a random distribution $\xi$ on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ such that for any smooth test function $\varphi \in \mathcal{F}$, $\langle \xi, \varphi \rangle$ is a centred Gaussian random variable of variance $\|\varphi\|_\mathcal{F}^2$, and the covariances are given by

$$\mathbb{E}[\langle \xi, \varphi_1 \rangle \langle \xi, \varphi_2 \rangle] = \langle \varphi_1, \varphi_2 \rangle_\mathcal{F}$$

(2.2.2)

for any two smooth test functions $\varphi_1, \varphi_2 \in \mathcal{F}$. 
2.2. Space-time white noise

The fact that such a process $\xi$ exists is a consequence of general results on Gaussian measure theory. Details can be found, for instance, in Chapter 3 of Martin Hairer’s lecture notes [Hai09].

Note that we recover the expression (2.2.1) by formally replacing the test functions $\varphi_1$ and $\varphi_2$ by Dirac distributions. Let us consider a couple more examples.

**Example 2.2.2.** Let $A_1, A_2 \subset \Lambda$ be open sets, fix $T_1, T_2 > 0$ and take

$$\varphi_i(t, x) = \mathbb{1}_{[0 \leq t \leq T_i]} \mathbb{1}_{\{x \in A_i\}}, \quad i = 1, 2.$$  

These test functions are not smooth, but can be obtained as limits of smooth functions. Define

$$W_{T_i}^{A_i} = \langle \xi, \varphi_i \rangle = \int_0^{T_i} \int_{A_i} \xi(t, x) \, dx \, dt \quad i = 1, 2$$

(where the last integral is of course formal). Then (2.2.2) takes the form

$$\mathbb{E}[W_{T_1}^{A_1} W_{T_2}^{A_2}] = (T_1 \wedge T_2) |A_1 \cap A_2|,$$

where $|\cdot|$ denotes the Lebesgue measure of a set. Thus the $W_{T_i}^{A_i}$ behave like Brownian motions, which are independent if the sets $A_1$ and $A_2$ are disjoint.

**Example 2.2.3.** Let $\{e_k\}_{k \in \mathbb{Z}}$ be an orthonormal basis of $L^2(\Lambda)$, for instance a Fourier basis, fix $T_1, T_2 > 0$ and take

$$\varphi_i(t, x) = \mathbb{1}_{[0 \leq t \leq T_i]} e_k(x), \quad i = 1, 2.$$  

Let

$$W_{T_i}^{(k_i)} = \langle \xi, \varphi_i \rangle = \int_0^{T_i} \langle \xi(t, \cdot), e_k \rangle \, dt \quad i = 1, 2.$$  

Then (2.2.2) yields

$$\mathbb{E}[W_{T_1}^{(k_1)} W_{T_2}^{(k_2)}] = (T_1 \wedge T_2) \delta_{k_1 k_2},$$

showing that the $W_{T_i}^{(k_i)}$ are independent Brownian motions.

An important property of space-time white noise is related to scaling, in a way that should be reminiscent of Brownian motion. Given $\tau, \lambda > 0$, define a scaling operator acting on test functions by

$$(\mathcal{S}^{\tau, \lambda} \varphi)(t, x) := \frac{1}{\tau \lambda} \varphi \left( \frac{t}{\tau}, \frac{x}{\lambda} \right).$$  

(2.2.3)

Then we define a scaled version $\xi_{\tau, \lambda}$ of space-time white noise by

$$\langle \xi_{\tau, \lambda}, \varphi \rangle = \langle \xi, \mathcal{S}^{\tau, \lambda} \varphi \rangle$$  

(2.2.4)

for any test function $\varphi$.

**Exercise 2.2.4.** Show that if $\xi$ is replaced by a smooth function $f$ in (2.2.4), then one simply has $f_{\tau, \lambda}(t, x) = f(\tau t, \lambda x)$.

**Proposition 2.2.5 (Scaling property of space-time white noise).** We have

$$\xi_{\tau, \lambda} \overset{\text{law}}{=} \frac{1}{\sqrt{\tau \lambda}} \xi,$$

where $\overset{\text{law}}{=} \text{ denotes equality in distribution.}$
Proof: Both processes are Gaussian and centred. Therefore, it suffices to show that they have the same covariance. Given two compactly supported test functions $\varphi_1, \varphi_2$, we have by (2.2.2)

$$E[(\xi_{t,\lambda}, \varphi_1)(\xi_{t,\lambda}, \varphi_2)] = E[(\xi, \mathcal{F}^{\tau,\lambda} \varphi_1)(\xi, \mathcal{F}^{\tau,\lambda} \varphi_2)]$$

$$= \int_{-\infty}^{\infty} \int_{\Lambda} (\mathcal{F}^{\tau,\lambda} \varphi_1)(t,x)(\mathcal{F}^{\tau,\lambda} \varphi_2)(t,x) \, dx \, dt$$

$$= \frac{1}{\tau \lambda} \langle \varphi_1, \varphi_2 \rangle_{\mathcal{F}}.$$  \hspace{1cm} (2.2.5)

This is indeed the covariance of $\xi/\sqrt{\tau \lambda}$.

In what follows, it will be important to find some functions spaces to which the relevant objects belong. A first important family of such spaces are scaled versions of the classical Hölder spaces. The scaling comes from the fact that it turns out to be useful to work with the parabolic distance

$$\|(t,x)-(s,y)\|_0 := |t-s|^{1/2} + |x-y|$$

between space-time points, owing to the parabolic nature of the SPDE (2.0.1), which is first-order in time and second-order in space. This is not a genuine distance because it fails to satisfy the triangle inequality, but this will not be important.

**Definition 2.2.6 (Parabolic Hölder space).** For $0 < \alpha < 1$, the parabolic Hölder space $\mathcal{C}_0^\alpha(\mathbb{R} \times \Lambda)$ consists of all continuous functions $f : \mathbb{R} \times \Lambda \rightarrow \mathbb{R}$ such that for every compact $R \subset \mathbb{R} \times \Lambda$

$$\|f\|_{\mathcal{C}_0^\alpha(R)} := \sup_{z \in R} |f(z)| + \sup_{z_1, z_2 \in R, z_1 \neq z_2} \frac{|f(z_1) - f(z_2)|}{\|z_1 - z_2\|^\alpha_0} < \infty.$$  \hspace{1cm}

There exists an extension of these spaces to negative index $\alpha$, which are a scaled version of a particular class of Besov spaces, commonly denoted $\mathcal{B}^{\alpha}_{\infty,\infty}$. Since these are closely related to the above Hölder spaces, as we will see in the next section, we keep the notation $\mathcal{C}_0^\alpha$ as in [Hai14]. To define these spaces, we slightly adapt the notation (2.2.3) to allow for zooming in at any space-time point, setting

$$\mathcal{F}^{\tau,\lambda}_{s} \varphi(s,y) := \frac{1}{\lambda^3} \varphi \left( \frac{s-t}{\lambda^2}, \frac{y-x}{\lambda} \right).$$  \hspace{1cm} (2.2.6)

Given a positive integer $r$, we further let $B_r$ be the set of smooth test functions $\varphi : \mathbb{R} \times \Lambda \rightarrow \mathbb{R}$ supported in the unit $\|\|_0$-ball, such that

$$\|\varphi\|_{B_r} := \sup_{k : |k| < r} \sup_{z \in \mathbb{R} \times \Lambda} |D^k \varphi(z)| < 1.$$  \hspace{1cm} (2.2.7)

Here $k = (k_0, k_1) \in \mathbb{N}^2_0$ is a multiindex, $|k|_0 := |k_0|^{1/2} + |k_1|$ is its scaled norm, and $D^k := \partial^{k_0}_{t} \partial^{k_1}_{x}$.

**Definition 2.2.7 (Parabolic negative index Besov–Hölder space).** For $\alpha < 0$, the space $\mathcal{C}_0^\alpha(\mathbb{R} \times \Lambda)$ consists of all Schwartz distributions $\zeta \in \mathcal{S}'(\mathbb{R} \times \Lambda)$ such that for every compact $R \subset \mathbb{R} \times \Lambda$

$$\|\zeta\|_{\mathcal{C}_0^\alpha(R)} := \sup_{z \in R} \sup_{\varphi \in B_r, \lambda \in (0,1]} \left| \frac{\langle \xi, \mathcal{F}^{\tau,\lambda}_{s} \varphi \rangle}{\lambda^\alpha} \right| < \infty,$$  \hspace{1cm}

where $r = [-\alpha]$.  \hspace{1cm}
In the case where \( \zeta = \xi \) is space-time white noise, it follows from (2.2.5) that
\[
\mathbb{E}[\langle \xi, S^\lambda_z \varphi \rangle^2] = \frac{1}{\lambda^3} \| \varphi \|^2_{\mathcal{H}}.
\] (2.2.8)

Since for Gaussian random variables, second moments determine all other moments, this suggests that \( \xi \) might belong to \( \mathcal{C}_{0}^{-3/2} \). The following important result shows that this is almost the case.

**Theorem 2.2.8 (Regularity of space-time white noise).** We have \( \xi \in \mathcal{C}_{\alpha}^{-3/2} - \kappa \) for any \( \kappa > 0 \).

**Sketch of proof:** We follow the argument outlined in [CW17, Theorem 2.7]. First recall the fact that if \( X \) is a Gaussian random variable, then there exists, for every integer \( p > 0 \), a finite constant \( C_p \) such that
\[
\mathbb{E}[|X|^p] \leq C_p (\mathbb{E}[X^2])^{p/2}.
\] (2.2.9)
(see also Exercise 3.2.4). It thus follows from (2.2.8) that for every integer \( p > 0 \),
\[
\mathbb{E}[\left| \langle \xi, S^\lambda_z \varphi \rangle \right|^p] \leq C_p \lambda^{-3p/2} \| \varphi \|^p_{\mathcal{H}}.
\] (2.2.10)

Fix a compact \( K \subset \mathbb{R} \times \Lambda \), and let \( \bar{K} \) be the set of points in \( \mathbb{R} \times \Lambda \) at parabolic distance at most 1 from \( K \) (called the 1-fattening of \( K \)). Given \( k \in \mathbb{N}_0 \), we introduce a dyadic lattice discretisation of \( \bar{K} \) on scale \( 2^{-k} \), given by
\[
\bar{K}_k = (2^{-2k} \mathbb{Z} \times 2^{-k} \mathbb{Z}) \cap \bar{K}.
\]
The crucial observation is that one can show that for any \( \alpha \in \mathbb{R} \), there exists a test function \( \varphi \) and a constant \( C \) such that
\[
\| \xi \|_{\mathcal{C}^\alpha_{\lambda}(\bar{K})} \leq C \sup_{k \geq 0} \sup_{z \in \bar{K}_k} 2^{ka} \left| \langle \xi, S^{2^{-k}}_z \varphi \rangle \right|.
\]
The fact that \( \varphi \) can be chosen independent of \( k \) is not trivial, but there are various ways of constructing such a \( \varphi \) (using for instance wavelets, or Paley–Littlewood blocks). Bounding the suprema by sums and taking the \( p \)th power, we arrive at
\[
\left( \| \xi \|_{\mathcal{C}^\alpha_{\lambda}(\bar{K})} \right)^p \leq C_p \sum_{k \geq 0} \sum_{z \in \bar{K}_k} 2^{ka} \left| \langle \xi, S^{2^{-k}}_z \varphi \rangle \right|^p.
\]
Note that so far, the argument is purely deterministic. At this point, we take expectations and use (2.2.10) to arrive at
\[
\mathbb{E}\left[ \left( \| \xi \|_{\mathcal{C}^\alpha_{\lambda}(\bar{K})} \right)^p \right] \leq \overline{C}_p \sum_{k \geq 0} 2^{3k} 2^{ka} 2^{3kp/2}
\]
for some constant \( \overline{C}_p \), where we have used the fact that \( \bar{K}_k \) contains of the order of \( 2^{3k} \) points. If \( \alpha < -\frac{3}{2} - \frac{3}{p} \), one can sum the geometric series, yielding the bound
\[
\mathbb{E}\left[ \left( \| \xi \|_{\mathcal{C}^\alpha_{\lambda}(\bar{K})} \right)^p \right] < \infty \quad \forall \alpha < -\frac{3}{2} - \frac{3}{p}.
\]
It then follows from a version of Kolmogorov’s continuity theorem that there exists a modification of \( \xi \) with bounded \( \mathcal{C}^\alpha_{\lambda}(\bar{K}) \)-norm. Taking \( p \) large enough yields the result. \( \Box \)
2.3 The stochastic heat equation

Before turning to the Allen–Cahn SPDE (2.0.1), we consider the linear stochastic heat equation on \( \mathbb{R}_+ \times \Lambda \), given by

\[
\partial_t \phi(t, x) = \Delta \phi(t, x) + \xi(t, x) .
\] (2.3.1)

Here we have taken \( 2\varepsilon = 1 \), since the case of general \( \varepsilon \) can easily be recovered by scaling.

First recall that the heat equation

\[
\partial_t \phi(t, x) = \Delta \phi(t, x) , \quad \phi(0, x) = \phi_0(x)
\]

admits the solution \( \phi(t, x) = (e^{t \Delta} \phi_0)(x) \), where \( e^{t \Delta} \) is the heat semigroup defined by

\[
(e^{t \Delta} \phi_0)(x) := \int_{\Lambda} P(t, x - y) \phi_0(y) \, dy .
\]

Here \( P(t, x) \) is the heat kernel. If \( \Lambda \) were equal to \( \mathbb{R} \), it would be given by

\[
P_{\mathbb{R}}(t, x) := \frac{1}{\sqrt{4\pi t}} e^{-x^2/(4t)} \mathbb{1}_{[t > 0]} .
\]

Since we are working in \( \Lambda = \mathbb{R}/(L\mathbb{Z}) \), however, we have to use a periodicised version of the heat kernel, defined by

\[
P(t, x) = P_{\Lambda}(t, x) := \sum_{k \in \mathbb{Z}} P_{\mathbb{R}}(t, x - kL) .
\] (2.3.2)

Next recall that the forced heat equation

\[
\partial_t \phi(t, x) = \Delta \phi(t, x) + f(t, x) , \quad \phi(0, x) = \phi_0(x)
\]

where \( f \) is some smooth forcing, can be solved by the method of variation of constant, also known as Duhamel principle in the theory of PDEs. The result is

\[
\phi(t, x) = (e^{t \Delta} \phi_0)(x) + \int_0^t (e^{(t-s) \Delta} f)(s, x) \, ds
\]

\[
= (e^{t \Delta} \phi_0)(x) + \int_0^t \int_{\Lambda} P(t - s, x - y) f(s, y) \, dy \, ds .
\] (2.3.3)

Note that the second term on the right-hand side is the space-time convolution \((P * f)(t, x)\). Therefore, we will sometimes write (2.3.3) in the short form

\[
\phi = P\phi_0 + P * f ,
\]

keeping in mind that the star denotes space-time convolution, while no star stands for convolution in space only.

It is thus natural to define the solution of the stochastic heat equation (2.3.1) by

\[
\phi = P\phi_0 + P * \xi ,
\] (2.3.4)

where \((P * \xi)(t, x)\) is called the stochastic convolution. It seems reasonable to expect that this definition makes sense, since the stochastic convolution looks similar to pairing \( \xi \) with a test function. One should be careful, however, with the fact that \( P \) has a singularity at the origin, and is thus not strictly speaking a test function.

We will discuss two equivalent ways of analysing the stochastic convolution. The first one is based on Fourier series and fractional Sobolev spaces, while the second one uses Besov–Hölder spaces and the so-called Schauder estimate.
2.3. Fourier series and fractional Sobolev spaces

Define an orthonormal basis \((e_k)_{k \in \mathbb{Z}}\) of \(L^2(\Lambda)\) by
\[
e_k(x) := \begin{cases} \sqrt{\frac{2}{L}} \cos\left(\frac{2k\pi x}{L}\right) & \text{if } k > 0, \\ \frac{1}{\sqrt{L}} & \\ \sqrt{\frac{2}{L}} \sin\left(\frac{2k\pi x}{L}\right) & \text{if } k < 0. \end{cases}
\]

These basis functions satisfy the eigenvalue problem
\[
\Delta e_k = -\lambda_k e_k, \quad \lambda_k := \left(\frac{2k\pi}{L}\right)^2.
\]

We will write the expansion of \(\phi \in L^2(\Lambda)\) in the Fourier basis \((2.3.5)\)
\[
\phi(x) = \sum_{k \in \mathbb{Z}} \hat{\phi}_k e_k(x).
\]

Remark 2.3.1. It might seem more convenient to use a complex Fourier basis of the form \(e_k(x) = e^{2i\pi k x/L}/\sqrt{L}\). While this simplifies certain computations involving nonlinear terms, it has the drawback that the modes \(k\) and \(-k\) become correlated. This is not really a problem, but makes it simpler to work with real Fourier series, at least in the case of linear equations.

Fourier series are intimately related to the scale of fractional Sobolev spaces (also called Bessel potential spaces).

**Definition 2.3.2** (Fractional Sobolev spaces). For \(s \geq 0\), the fractional Sobolev space \(H^s(\Lambda)\) is given by the subspace of functions \(\phi \in L^2(\Lambda)\) such that
\[
\|\phi\|_{H^s}^2 := \sum_{k \in \mathbb{Z}} (1 + k^2)^s \hat{\phi}_k^2 < \infty.
\]

In particular, \(H^0(\Lambda) = L^2(\Lambda)\). For \(s < 0\), \(H^s(\Lambda)\) is the closure of \(L^2(\Lambda)\) under the norm \((2.3.8)\).

A first use of fractional Sobolev spaces is that they allow to quantify the regularising effect of the heat semigroup.

**Lemma 2.3.3.** For any \(s \geq 0\), there exists a constant \(C(s) < \infty\) such that
\[
\|e^{t\Delta} \phi_0\|_{H^s} \leq (1 + C(s)t^{-s/2})\|\phi_0\|_{L^2}
\]
holds for all \(\phi_0 \in L^2(\Lambda)\).

**Exercise 2.3.4.** Prove Lemma 2.3.3, using the Fourier representation of \(e^{t\Delta} \phi_0\) and the fact that the map \(x \mapsto x^s e^{-x}\) is bounded uniformly in \(x > 0\) by a constant depending on \(s\).

Projecting the stochastic heat equation \((2.3.1)\) on the basis function \(e_k\), and using the observation on \(\langle \xi, \mathbb{1}_{[0 \leq t < T]} e_k \rangle\) made in Example 2.2.3, we obtain that each Fourier mode evolves according to the SDE
\[
d\hat{\phi}_k = -\lambda_k \hat{\phi}_k \, dt + dW_t^{(k)},
\]
where the \((W_t^{(k)})_{t \geq 0}\) are independent Wiener processes. The solution is given by
\[
\hat{\phi}_k(t) = e^{-\lambda_k t} \hat{\phi}_k(0) + \int_0^t e^{-\lambda_k (t-s)} \, dW_s^{(k)}.
\]
Hence \(\hat{\phi}_0(t)\) is a Brownian motion, while all other \(\hat{\phi}_k(t)\) are Ornstein–Uhlenbeck processes. The stochastic convolution can thus be defined as

\[
(P \ast \xi)(t,x) = \sum_{k \in \mathbb{Z}} \int_0^t e^{-\lambda_k(t-z)} \, dW_s^{(k)} \, e_k(x),
\]

which together with the initial-condition term \(e^{i\lambda t} \phi_0\) defines the so-called mild solution of the stochastic heat equation. Using Itô’s isometry, we obtain

\[
\mathbb{E}[\| (P \ast \xi)(t,\cdot) \|^2_{H^s}] = t + \sum_{k \in \mathbb{Z}} (1 + k^2)^s \frac{1}{2\lambda_k} e^{-2\lambda_k t},
\]

which is finite for finite \(t\) for all \(s < 1/2\). In fact, we have the following result, which is a special case of [Hai09, Theorem 5.13].

**Theorem 2.3.5** (Sobolev regularity of the stochastic convolution). The stochastic convolution \((P \ast \xi)(t,\cdot)\) belongs to \(H^s(\Lambda)\) for every \(s < \frac{1}{2}\) and \(t \in \mathbb{R}_+\).

**Exercise 2.3.6.** Compute the covariance \(\mathbb{E}[(P \ast \xi)(t,x)(P \ast \xi)(s,y)]\) of the stochastic convolution (2.3.9). Hint: It may help to distinguish the cases \(t > s\), \(t = s\) and \(t < s\).

### 2.3.2 Besov–Hölder spaces and Schauder estimate

It is also possible to quantify the Hölder regularity of the stochastic convolution. One way of doing this is to use Theorem 2.2.8 on the regularity of space-time white noise in conjunction with a regularising estimate for the heat semigroup, called Schauder estimate. To state this result in full generality, we extend the definition of parabolic Hölder spaces given in Definition 2.2.6 to exponents \(\alpha > 1\) in the following way.

**Definition 2.3.7** (Parabolic Hölder spaces of positive index). Let \(\alpha \geq 0\). The space \(\mathcal{C}_b^\alpha(\mathbb{R} \times \Lambda)\) consists of all \(f : \mathbb{R} \times \Lambda \to \mathbb{R}\) such that there exist polynomials \(\{P_z\}_{z \in \mathbb{R} \times \Lambda}\) of parabolic degree less than \(\alpha\), such that for every compact \(R \subset \mathbb{R} \times \Lambda\)

\[
\|f\|_{\mathcal{C}_b^{\alpha}(R)} := \sup_{z \in R} \sup_{\varphi \in B_0} \sup_{\lambda \in (0,1]} \frac{\langle f - P_z, \mathcal{S}_z^{\lambda} \varphi \rangle}{\lambda^\alpha} < \infty,
\]

where \(B_0\) is defined right before (2.2.7).

At first sight, this definition may seem redundant with Definition 2.2.6 when \(0 < \alpha < 1\), but it is in fact equivalent. To see this, consider the case \(z = (0,0)\), and take \(P_0(t,x) = f(0,0)\). Then

\[
\langle f - P_0, \mathcal{S}_z^{\lambda} \varphi \rangle = \int_{\mathbb{R}} \int_{\Lambda} \{ f(t,x) - f(0,0) \} \frac{1}{\lambda^3} \varphi \left( \frac{t}{\lambda^2}, \frac{x}{\lambda} \right) \, dx \, dt
\]

\[
= \int_{\mathbb{R}} \int_{\Lambda} \{ f(\lambda^2 t, \lambda x) - f(0,0) \} \varphi(t,x) \, dx \, dt,
\]

which has indeed order \(\lambda^\alpha\) if \(f\) is \(\alpha\)-Hölder in the parabolic norm. For \(\alpha > 1\), one can easily check that \(P_z\) must be the Taylor expansion of \(f\) at \(z\) to parabolic order \([\alpha]\).

**Exercise 2.3.8.** Prove that if \(f \in \mathcal{C}_b^{\alpha}\) and \(k \in \mathbb{N}_0^d\) is a multiindex, then \(D^k f \in \mathcal{C}_b^{\alpha - |k|_\alpha}\), where derivatives are understood in the sense of distributions if \(\alpha < |k|_\alpha\). Hint: Show that

\[
\langle D^k (f - P_z), \mathcal{S}_z^{\lambda} \varphi \rangle = -\frac{1}{\lambda^{|k|_\alpha}} \langle f - P_z, \mathcal{S}_z^{\lambda} D^k \varphi \rangle
\]

using integration by parts.
The main result quantifying the regularising properties of the heat semigroup is the following Schauder estimate.

**Theorem 2.3.9 (Schauder estimate).** For every $\alpha \in \mathbb{R} \setminus \mathbb{Z}$ and $t > 0$, there exists a constant $C$ such that for every $\zeta \in \mathcal{C}^\alpha$($\mathbb{R}_+ \times \Lambda$), one has

$$
\|P \ast \zeta\|_{\mathcal{C}^{\alpha+2}([0,t] \times \Lambda)} \leq C \|\zeta\|_{\mathcal{C}^\alpha([0,t] \times \Lambda)}.
$$

Therefore $P \ast \zeta \in \mathcal{C}^{\alpha+2}([0,t] \times \Lambda)$. The heat semigroup is said to be regularising of parabolic order $2$.

**Remark 2.3.10.** This result is in general not true if $\alpha$ is an integer. In fact, our definition of the spaces $\mathcal{C}^\alpha$ implies a kind of discontinuity at integer values of $\alpha$. For instance, $\alpha$-Hölder functions approach continuously differentiable functions as $\alpha$ decreases to 1 from above, and Lipschitz functions as $\alpha$ increase to 1 from below. This will, however, not cause any problems, since we will always be able to slightly decrease $\alpha$.

**Sketch of proof:** The proof we sketch here is not the only possible one, and perhaps not the shortest, but it will prepare us for the theory of regularity structures. The main idea is to decompose $P$ as a sum

$$
P(z) = \sum_{n \geq 0} P_n(z) + R(z),
$$

(2.3.11)

where $R$ is smooth and bounded, and each $P_n$ is supported in a ball $\{z: \|z\|_d \leq 2^{-n}\}$, and satisfies the bound

$$
\left| D^k P_n(z) \right| \leq C 2^{(1+|k|)n}
$$

(2.3.12)

for every multiindex $k$. Such a decomposition is possible as shown in [Hai14, Lemma 5.5]. We then have

$$(P \ast \zeta)(z) = \sum_{n \geq 0} \langle \zeta, P_n(z - \cdot) \rangle + \langle \zeta, R(z - \cdot) \rangle.
$$

The term involving $R$ is smooth, so we only need to concern ourselves with the sum over $n$.

Consider first the case $\alpha < -2$. The aim is to show that for a test function $\varphi$,

$$
\left| \sum_{n \geq 0} \int_{[0,t] \times \Lambda} \langle \zeta, P_n(z - \cdot) \rangle (\mathcal{S}_z \varphi)(\bar{z}) \, d\bar{z} \right| \lesssim \lambda^{\alpha+2}.
$$

(2.3.13)

The proof proceeds differently depending on the relative value of $2^{-n}$ and $\lambda$. If $2^{-n} > \lambda$, it follows from the fact that $\zeta \in \mathcal{C}^\alpha$ and the properties of $P_n$ that

$$
\left| \langle \zeta, P_n(z - \cdot) \rangle \right| \lesssim 2^{-(\alpha+2)n}.
$$

(2.3.14)

Indeed, $P_n$ can be bounded above by a scaled test function multiplied by $2^{-2n}$, cf. [Hai14, Remark 2.21]. Since $\alpha + 2 < 0$, the sum over all $n$ such that $2^{-n} > \lambda$ is dominated by the largest $n$, and satisfies (2.3.13) as required.

If $2^{-n} \leq \lambda$, we write the quantity to be bounded as $\langle \zeta, Y_n^\lambda \rangle$, where, for fixed $z$,

$$
Y_n^\lambda(z') := \int_{[0,t] \times \Lambda} P_n(\bar{z} - z')(\mathcal{S}_z \varphi)(\bar{z}) \, d\bar{z}.
$$

(2.3.15)

Here we note that $Y_n^\lambda$ is supported in a ball of parabolic radius $2\lambda$ around $z$ (see Figure 2.3). Bounding $\mathcal{S}_z \varphi$ by $\lambda^{-3}$ and using the properties of $P_n$, we obtain

$$
\left| Y_n^\lambda(z') \right| \lesssim 2^{-2n}\lambda^{-3}.
$$
Figure 2.3 – Domain of the integral (2.3.15) defining \( Y_\lambda^1(z') \). The functions \( \mathcal{I}_z^\lambda \) and \( P_n(z - \cdot) \) are supported, respectively, in a ball of (parabolic) radius \( \lambda \) centred in \( z \), and in a ball of radius \( 2^{-n} \) centred in \( z' \). Therefore, \( Y_\lambda^1(z') \) vanishes if \( \| z' - \bar{z} \|_s > \lambda + 2^{-n} \). The support of the integrand lies in the intersection of the balls, and is thus contained in a ball of radius \( 2^{-n} \).

A similar bound can be obtained for derivatives of \( Y_\lambda^1 \) (cf. [Hai14, Lemma 5.19]), and using once again the fact that \( \zeta \in C_\alpha^s \), we arrive at

\[
\left| \langle \zeta, Y_\lambda^1 \rangle \right| \lesssim \lambda^\alpha 2^{-2n}.
\]

Summing over all \( n \) such that \( 2^{-n} \leq \lambda \) yields again a bound of the form (2.3.13).

Consider next the case \(-2 < \alpha < -1\). Then, instead of the bound (2.3.13), we have to show that

\[
\left| \langle \zeta, P_n(z - \cdot) - P_n(z - \cdot) \rangle \left( \mathcal{I}_z^\lambda \varphi \right) (\bar{z}) \right| \lesssim \lambda^{\alpha+2}.
\] (2.3.16)

The difference is that we now subtract the term \( P_n(z - \cdot) \), which accounts for the polynomial \( P_z \) in (2.3.10). If \( 2^{-n} > \lambda \), using a Taylor expansion, one obtains instead of (2.3.14)

\[
\left| \langle \zeta, P_n(z - \cdot) - P_n(z - \cdot) \rangle \right| \lesssim \sum_{k \in \{(1,0), (0,1)\}} \| z - \bar{z} \|_s^{k_s} 2^{|k_s|\alpha-2)})^\alpha.
\]

Combining this with the bound

\[
\int_{[0,t] \times \Lambda} \| z - \bar{z} \|_s^{k_s} \left( \left( \mathcal{I}_z^\lambda \varphi \right) (\bar{z}) \right) d\bar{z} \lesssim \lambda^{k_s}
\]

and summing over \( n \) yields the result. For \( 2^{-n} \leq \lambda \), the term \( Y_\lambda^1(z') \) has to be replaced by \( Y_\lambda^1(z') - P_n(z - z') \) since the scaled test function integrates to 1. When tested against \( \zeta \), the new term \( P_n(z - \cdot) \) produces an extra term \( 2^{-(\alpha+2)n} \), whose sum over \( n \) again satisfies the required bound.

For large values of \( \alpha \), the proof is similar, except that one has to extract more terms in the Taylor expansion of the \( P_n \).

We now directly obtain the nontrivial fact that the stochastic convolution is Hölder continuous of exponent almost \( 1/2 \). This will become very useful when solving nonlinear equations with a fixed-point argument.

**Corollary 2.3.11** (Hölder regularity of the stochastic convolution). *The stochastic convolution \( P \ast \xi \) belongs to \( C_\alpha^s(\mathbb{R}_+ \times \Lambda) \) for all \( \alpha < 1/2 \).*

**Proof:** This follows immediately by combining Theorem 2.2.8 and the Schauder estimate of Theorem 2.3.9.

\( \square \)
2.4 Existence and uniqueness of solutions

We turn now to semilinear SPDEs of the form
\[ \partial_t \phi(t, x) = \Delta \phi(t, x) + F(\phi(t, x)) + \sqrt{2\varepsilon} \xi(t, x) \quad (2.4.1) \]
with initial condition \( \phi_0(x) \) and locally Lipschitz nonlinearity \( F \). For instance, in the case of the Allen–Cahn SPDE (2.0.1), \( F(\phi) = \phi - \phi^3 \). By analogy with the Duhamel principle yielding (2.3.4) in the case of the stochastic heat equation, one way of defining a notion of solution to (2.4.1) is as a fixed point of
\[ \phi = P\phi_0 + P^*F(\phi) + \sqrt{2\varepsilon} P^*\xi. \quad (2.4.2) \]
A more explicit notation of this relation, analogous to (2.3.3), is
\[ \phi(t) = e^{t\Delta} \phi_0 + \int_0^t e^{(t-s)\Delta} F(\phi(s)) \, ds + \sqrt{2\varepsilon} \int_0^t e^{(t-s)\Delta} \, d\xi(s). \quad (2.4.3) \]

**Definition 2.4.1** (Mild solution).
- A stochastic process \( t \mapsto \phi(t) \) with values in a Banach space \( \mathcal{B} \) satisfying (2.4.3) almost surely for every \( t > 0 \) is called a mild solution of the SPDE (2.4.1).
- A local mild solution of (2.4.1) is a pair \((\phi, \tau)\), where \( t \mapsto \phi(t) \) is a stochastic process and \( \tau \) is a stopping time such that (2.4.3) is satisfied almost surely for all \( t \leq \tau \).
- A local mild solution \((\phi, \tau)\) is maximal if for any local mild solution \((\tilde{\phi}, \tilde{\tau})\), one has \( \tilde{\tau} \leq \tau \) almost surely.

Existence and uniqueness of a maximal local mild solution can be proved in a way which is analogous to what is done for ODEs and SDEs.

**Theorem 2.4.2** (Existence of a unique maximal local mild solution). Let \( C^0 \) be the Banach space of continuous functions \( f : \Lambda \to \mathbb{R} \), equipped with the supremum norm. For every \( \phi_0 \in C^0 \), the semilinear equation (2.4.1) admits a unique maximal local mild solution \( \phi \) taking values in \( C^0 \). Moreover, this solution has continuous sample paths, and satisfies \( \lim_{T \to \infty} \| \phi(t) \|_{C^0} = \infty \) almost surely on the set \( \{ \tau < \infty \} \).

**Proof:** Given \( T > 0 \) and a continuous function \( g : \mathbb{R} \to C^0 \), we define a map \( \mathcal{F} \) from the space of continuous functions from \([0, T]\) to \( C^0 \) to itself by
\[ (\mathcal{F} \phi)(t) := \int_0^t e^{(t-s)\Delta} F(\phi(s)) \, ds + g(t), \quad t \in [0, T]. \]
Hölder’s inequality shows that \( \| e^{t\Delta} f \|_{C^0} \leq \| f \|_{C^0} \) for any \( t \geq 0 \). Therefore, we get
\[ \sup_{t \in [0, T]} \| (\mathcal{F} \phi)(t) - (\mathcal{F} \psi)(t) \|_{C^0} \leq T \sup_{t \in [0, T]} \| F(\phi(t)) - F(\psi(t)) \|_{C^0} \]
\[ \sup_{t \in [0, T]} \| (\mathcal{F} \phi)(t) - g(t) \|_{C^0} \leq T \sup_{t \in [0, T]} \| F(\phi(t)) \|_{C^0}. \]
Now fix a constant \( R > 0 \). Since \( F \) is locally Lipschitz, we obtain the existence of a constant \( M = M(R) > 0 \) such that for any \( \phi, \psi \) in a ball of radius \( R \) around \( g \), one has
\[ \sup_{t \in [0, T]} \| (\mathcal{F} \phi)(t) - (\mathcal{F} \psi)(t) \|_{C^0} \leq TM \sup_{t \in [0, T]} \| \phi(t) - \psi(t) \|_{C^0} \]
\[ \sup_{t \in [0, T]} \| (\mathcal{F} \phi)(t) - g(t) \|_{C^0} \leq TM. \]
Choosing \( T \) small enough, one can guarantee that \( \mathcal{T} \) maps the ball of radius \( R \) into itself, and is a contraction of constant \( \lambda < 1/2 \) there. Therefore, Banach’s fixed point theorem shows that \( \mathcal{T} \) admits a unique fixed point in that ball. Choosing

\[
g(t) = e^{t \Delta} \phi_0 + \sqrt{2\varepsilon} \int_0^t e^{(t-s) \Delta} d\xi_s,
\]

which is in \( C^0 \) for all \( t \) according to Corollary 2.3.11, we obtain the existence of a unique local mild solution on \([0, T]\). Note that this is a pathwise solution, that is, for each realisation of \( \xi \), we find such a solution, where \( T \) may depend on the particular realisation of the noise.

To show maximality, we argue exactly as in the deterministic case. Since \( R \) is finite, we may restart the process to extend it to a slightly longer time interval. This procedure can be iterated as long as the solution remains bounded, proving that either \( \tau = \infty \), or \( \phi(t) \) diverges as \( t \) approaches \( \tau \). Finally, uniqueness and continuity can be shown in the same way as for finite-dimensional SDEs, see for instance [Öks85, Theorem 5.2.1]. \( \square \)

To obtain global existence of solutions, we have again to exploit the sign of the nonlinearity. There exist various one-sided conditions on the nonlinearity allowing to do that. One of them is that \( F \) satisfy the following property: for any \( R > 0 \), there exists a \( C > 0 \) such that

\[
u F(u + v) \leq C u^2 \quad \text{when } |v| \leq R.
\]

One easily checks that this holds in the case \( F(u) = u - u^3 \) of the Allen–Cahn equation.

**Theorem 2.4.3 (Global existence of the solution).** If \( F \) is locally Lipschitz and satisfies (2.4.4), then for any \( \phi_0 \in C^0 \), the solution of the semilinear stochastic PDE (2.4.1) exists globally in time.

**Proof:** We follow the proof given in [Hai09, Proposition 6.23], using a Lyapunov function to show that \( \phi(t) \) cannot blow up. Let \( W_\Delta(t) \) denote the stochastic convolution in (2.4.3). Then

\[
\psi(t) = \phi(t) - \sqrt{2\varepsilon} W_\Delta(t) \text{ satisfies }
\]

\[
\psi(t) = e^{t \Delta} \phi_0 + \int_0^t e^{(t-s) \Delta} G(s) \, ds, \quad G(s) = F(\psi(s) + \sqrt{2\varepsilon} W_\Delta(s)).
\]

Continuity of sample paths and the Markov property imply

\[
\psi(t+h) = e^{h \Delta} [\psi(t) + h G(t)] + o(h).
\]

Consider now the Lyapunov function

\[
\mathcal{V}(\psi) := \sup_{x \in \Lambda} \psi(x)^2.
\]

Note that since the heat semigroup is contracting, \( \mathcal{V}(e^{h \Delta} \psi) \leq \mathcal{V}(\psi) \). Thus we have

\[
\limsup_{h \to 0} \frac{1}{h} [\mathcal{V}(\psi(t+h)) - \mathcal{V}(\psi(t))] \leq \limsup_{h \to 0} \frac{1}{h} [\mathcal{V}(\psi(t+h G(t))) - \mathcal{V}(\psi(t))] = 0.
\]

Now it follows from the one-sided condition (2.4.4) that as long as \( \sqrt{2\varepsilon}|W_\Delta(t)| \leq R \), one has

\[
\mathcal{V}(\psi(t+h G(t))) \leq \sup_{x \in \Lambda} \left( \psi(t,x)^2 + 2 h \psi(t,x) G(t,x) + h^2 G(t,x)^2 \right) \leq \mathcal{V}(\psi(t)) + 2 h C \mathcal{V}(\psi(t)) + h^2 \mathcal{V}(G(t)).
\]

It follows that

\[
\limsup_{h \to 0} \frac{1}{h} [\mathcal{V}(\psi(t+h)) - \mathcal{V}(\psi(t))] \leq 2 C \mathcal{V}(\psi(t)).
\]

By a Gronwall argument, \( \psi(t) \) cannot blow up unless \( W_\Delta(t) \) does, which is not the case. \( \square \)

---

1 This holds actually for any convex function \( \mathcal{V} \), cf. [Hai09, Lemma 6.22].
We note that for SPDEs with confining nonlinearities, one can obtain much better bounds on solutions. For instance, [Cer99, Proposition 3.4] applied to $F(u) = u - u^3$ provides the bound
\[
\sup_{\phi_0 \in C^0} \| \phi(t) \|_{C^0} \leq C \left( 1 + \sqrt{2\varepsilon} \sup_{0 \leq s \leq t} \| W_\Delta(s) \|_{C^0} \right) + \sqrt{2\varepsilon} \| W_\Delta(t) \|_{C^0}.
\]

The remarkable point is that $\phi(t)$ decreases like $1/\sqrt{t}$ for small times, whatever the size of the initial condition. This property is known as coming down from infinity, and is very useful to obtain continuation results for solutions with very little prior knowledge. This phenomenon actually already exists for very simple ODEs, as shows the following exercise.

**Exercise 2.4.4.** Show that the solution of the ODE
\[
\dot{x} = -x^3, \quad x(0) = x_0
\]
can be bounded by a function independent of the value of $x_0$.

### 2.5 Invariant measure

#### 2.5.1 The Gaussian free field

Consider first the case of linear SPDEs. The stochastic heat equation (2.3.1) does not admit an invariant measure, since we have seen that its zeroth Fourier mode performs a Brownian motion. This problem, however, is easily cured by considering the equation
\[
\partial_t \hat{\phi}(t,x) = \Delta \hat{\phi}(t,x) - \hat{\phi}(t,x) + \sqrt{2\varepsilon} \xi(t,x),
\]
(2.5.1)
where we have reintroduced the parameter $\varepsilon$ to keep track of its effect. The modes of the Fourier series (2.3.7) then obey the SDEs
\[
d\hat{\phi}_k(t) = - (\lambda_k + 1) \hat{\phi}_k(t) dt + \sqrt{2\varepsilon} dW_k(t),
\]
where $-\lambda_k$ are the eigenvalues of the Laplacian, cf. (2.3.6). Hence each $\hat{\phi}_k$ is an Ornstein–Uhlenbeck process given by
\[
\hat{\phi}_k(t) = e^{-(\lambda_k + 1)t} \hat{\phi}_k(0) + \sqrt{2\varepsilon} \int_0^t e^{-(\lambda_k + 1)(t-s)} dW_k(s).
\]

Asymptotically as $t \to \infty$, each $\hat{\phi}_k$ follows a centred normal law of variance $\varepsilon/(\lambda_k + 1)$. This motivates the following definition.

**Definition 2.5.1 (Gaussian free field).** The massive Gaussian free field (GFF) with covariance $(-\Delta + 1)^{-1}$ on $\Lambda$ is the random function $\phi_{\text{GFF}} \in L^2(\Lambda)$ with Fourier series
\[
\phi_{\text{GFF}}(x) := \sum_{k \in \mathbb{Z}} \frac{Z_k}{\sqrt{\lambda_k + 1}} e_k(x),
\]
where the $Z_k \sim \mathcal{N}(0,1)$ are i.i.d. standard normal random variables.

This definition is justified by the fact that $\phi_{\text{GFF}}$ is centred, and thus has covariance
\[
\mathbb{E}[\phi_{\text{GFF}}(x)\phi_{\text{GFF}}(y)] = \sum_{k \in \mathbb{Z}} \frac{1}{\lambda_k + 1} e_k(x)e_k(y) = \sum_{k \in \mathbb{Z}} e_k(x)(-\Delta + 1)^{-1} e_k(y).
\]
(2.5.2)
Note in particular that the trace of the covariance is given by
\[
\int \Lambda E[\phi_{GFF}(x)^2] \, dx = \text{Tr}((-\Delta + 1)^{-1}) = \sum_{k \in \mathbb{Z}} \frac{1}{\lambda_k + 1} < \infty.
\]
The covariance operator is said to be \textit{trace class}. This is indeed a necessary and sufficient condition for a Gaussian invariant measure to exist, cf. [DPZ96, Theorem 6.2.1]; see also [Hai09, Proposition 3.15].

**Exercise 2.5.2.** Show that for any test functions \(\varphi_1, \varphi_2 : L^2(\Lambda) \to \mathbb{R}\), one has
\[
E[\langle \varphi_{GFF}, \varphi_1 \rangle \langle \varphi_{GFF}, \varphi_2 \rangle] = \langle \varphi_1, (-\Delta + 1)^{-1} \varphi_2 \rangle_{L^2},
\]
where we have identified elements of \(L^2(\Lambda)\) and its dual in the canonical way. \(\blacktriangle\)

More generally, \(\sqrt{\varepsilon} \phi_{GFF}\) is a Gaussian free field with covariance \(\varepsilon(-\Delta + 1)^{-1}\), which defines a Gaussian probability measure \(\mu^{(\varepsilon)}_{GFF}\) on \(L^2(\Lambda)\). This measure is invariant under the dynamics of (2.5.1), meaning that
\[
E_{\mu^{(\varepsilon)}_{GFF}}[f(\phi_t)] = E[f(\sqrt{\varepsilon} \phi_{GFF})] \quad \forall t \geq 0 \tag{2.5.3}
\]
for any integrable functional \(f : L^2(\Lambda) \to \mathbb{R}\). Note that in particular, any linear functional \(\ell : L^2(\Lambda) \to \mathbb{R}\) follows a centred normal distribution, which is in fact a general way to characterise Gaussian measures on infinite-dimensional spaces. See for instance [Hai09, Definition 3.2].

**Exercise 2.5.3.** Show that for a linear functional \(\ell : L^2(\Omega) \to \mathbb{R}\), one has
\[
E[e^{i\langle \ell, \phi_{GFF} \rangle}] = \exp\left\{ -\frac{1}{2} \langle \ell, (-\Delta + 1)^{-1} \ell \rangle_{L^2} \right\}.
\]
What is the variance of \(\langle \ell, \phi_{GFF} \rangle\)? \(\blacktriangle\)

### 2.5.2 Invariant Gibbs measures

We turn now to semilinear SPDEs of the form
\[
\partial_t \phi(t,x) = \Delta \phi(t,x) + F(\phi(t,x)) + \sqrt{2\varepsilon} \xi(t,x), \tag{2.5.4}
\]
where the nonlinearity \(F\) is such that Theorem 2.4.3 applies. We denote its Markov semigroup
\[
P_t(\phi_0,A) := \mathbb{P}^{\phi_0}\{\phi_t \in A\}
\]
(\(\mathbb{P}_t\) should not be confused with the heat kernel). More generally, for a test function \(f : \mathcal{H} = L^2(\Lambda) \to \mathbb{R}\), we write
\[
(P_t f)(\phi_0) := E^{\phi_0}[f(\phi_t)].
\]
One can show that \(P_t\) has the \textit{Feller property}, meaning that it maps continuous functions into continuous functions. A probability measure \(\pi\) on \(\mathcal{H}\) is \textit{invariant} if
\[
(\pi P_t)(A) := \int_{\mathcal{H}} \pi(d\phi) P_t(\phi, A) = \pi(A)
\]
for every \(t \geq 0\) and every measurable \(A \subset \mathcal{H}\).

A classical way of establishing the existence of an invariant probability measure, due to Krylov and Bogoliubov, relies on a tightness argument.
2.5. Invariant measure

**Definition 2.5.4** (Tightness). A family \( \{\mu_t\} \) of probability measures on \( \mathcal{H} \) is tight if for any \( \delta > 0 \), there exists a compact set \( K \subset \mathcal{H} \) such that \( \mu_t(K) \geq 1 - \delta \) for all \( t \).

Indeed one can show (cf. [DPZ96, Corollary 3.1.2]) that if the family of ergodic averages

\[
\left\{ \frac{1}{T} \int_0^T P_t(\phi_0, \cdot) \, dt : T \geq 1 \right\}
\]

is tight, then there exists an invariant probability measure. In the present situation, tightness follows from stochastic stability of \( \phi_t \), meaning that for any \( \phi_0 \in \mathcal{H} \) and any \( \delta > 0 \), there exists \( R > 0 \) such that for all \( T \geq 1 \), one has

\[
\frac{1}{T} \int_0^T \mathbb{P}^{\phi_0}[\|\phi_t\| > R] \, dt \leq \delta.
\]

See [DPZ96, Theorem 6.1.2] for details.

In the case of the semilinear SPDE (2.5.4), we can apply [DPZ96, Theorem 6.3.3] to obtain the following exponential ergodicity result. The main ingredient of the proof is a suitable growth bound on \( \mathbb{E}^{\phi_0}[\phi_t] \).

**Theorem 2.5.5** (Existence of a unique invariant measure and exponential ergodicity). When \( \varepsilon > 0 \), there exists a unique invariant probability measure \( \pi \) for (2.5.4), which is strongly mixing\(^a\) and such that \( \nu P_t \) converges weakly to \( \pi \) as \( t \to \infty \) for any probability measure \( \nu \) on \( \mathcal{H} \). Furthermore, there exist constants \( C, \beta > 0 \) such that

\[
\left| \langle P_t f \rangle(\phi_0) - \langle \pi, f \rangle \right| \leq C(1 + \|\phi_0\|_{\mathcal{H}}) e^{-\beta t} \|f\|_{\text{Lip}}
\]

for all \( t \geq 0 \), all \( \phi_0 \in \mathcal{H} \), and all bounded Lipschitz continuous test functions \( f : \mathcal{H} \to \mathbb{R} \) with Lipschitz constant \( \|f\|_{\text{Lip}} \).

\(^a\)Strong mixing means that \( \langle P_t f \rangle(g) \) converges, as \( t \to \infty \), to \( \langle f, 1 \rangle(1, g) \), where the inner products are in \( L^2(\mathcal{H}, \pi) \).

In the particular case \( F(\phi) = -\phi \) in (2.5.4), the invariant measure is given by \( \mu^{(e)}_{\text{GFF}}(d\phi) \), the distribution of the scaled GFF defined in (2.5.3).

In the general case, the semilinear equation (2.5.4) can be written in gradient form as

\[
\partial_t \phi(t, x) = [\Delta - \Pi] \phi(t, x) - \nabla \bar{V}(\phi(t, x)) + \sqrt{2\varepsilon} \xi(t, x),
\]

where

\[
\bar{V}(\phi) = \int_{\Lambda} \bar{U}(\phi(x)) \, dx,
\]

\( \bar{U}'(\phi) = \phi - F(\phi) \).

Then it turns out that one has the following explicit expression for the invariant measure, which is in fact a natural extension of the Gibbs measure (1.3.3) we encountered in the finite-dimensional case. Indeed, the following result is a particularisation of [DPZ96, Theorem 8.6.3].

**Theorem 2.5.6** (Invariance and reversibility of the Gibbs measure). For \( \varepsilon > 0 \), the unique invariant measure of (2.5.4) is absolutely continuous with respect to the scaled Gaussian free field, with density \( e^{\bar{V}/\varepsilon} \):

\[
\pi(d\phi) = \frac{1}{\mathcal{Z}_0} e^{-\bar{V}(\phi)/\varepsilon} \mu^{(e)}_{\text{GFF}}(d\phi),
\]

where \( \mathcal{Z}_0 \) is the normalisation. In addition, \( \pi \) satisfies the detailed-balance property

\[
\int_{\mathcal{H}} f(\phi) \langle P_t g \rangle(\phi) \pi(d\phi) = \int_{\mathcal{H}} g(\phi) \langle P_t f \rangle(\phi) \pi(d\phi)
\]

for all bounded test functions \( f, g : \mathcal{H} \to \mathbb{R} \).
Remark 2.5.7. As in the case of Markov chains, reversibility of a measure implies its invariance, as can be seen by choosing \( f(\phi) = 1 \) and \( g(\phi) = 1_A(\phi) \) in (2.5.7). Thus it is in fact sufficient to prove that the measure defined in (2.5.6) satisfies detailed balance to prove the theorem. The proof proceeds by using a finite-dimensional spectral Galerkin approximation of (2.5.4) and passing to the limit.

To see why (in the case \( F(\phi) = \phi - \phi^3 \)) this is indeed the Gibbs measure associated with the potential \( V \) defined in (2.1.2), it suffices to notice that

\[
V(\phi) - \tilde{V}(\phi) = \frac{1}{2} \int_\Lambda [||\nabla \phi(x)||^2 + \phi(x)^2] \, dx,
\]

which is exactly the quadratic form associated with the linear case \( F(\phi) = -\phi \). This suggests using the sloppy notation

\[
\pi(d\phi) = \frac{1}{\mathcal{Z}} e^{-V(\phi)/\epsilon} \, d\phi,
\]

\( \mathcal{Z} = \int_\mathcal{H} e^{-V(\phi)/\epsilon} \, d\phi \),

but one should not forget that there is no Lebesgue measure on \( \mathcal{H} = L^2(\Lambda) \)!

2.6 Large deviations

Large deviation estimates for the SPDE

\[
\partial_t \phi(t,x) = \Delta \phi(t,x) + F(\phi(t,x)) + \sqrt{2\epsilon} \xi(t,x)
\]

as \( 0 < \epsilon \ll 1 \) have been obtained in a way very similar to the finite-dimensional situation discussed in Section 1.4 [FJL82, Fre88, CM97]. One starts by showing that scaled space-time white noise \( \sqrt{2\epsilon} \xi(t,x) \) satisfies an LDP on \([0,T]\) with good rate function

\[
\mathcal{S}_{[0,T]}(\gamma) = \frac{1}{2} \int_0^T \int_\Lambda \left[ \frac{\partial}{\partial t} \gamma(t,x) - \Delta \gamma(t,x) - F(\gamma(t,x)) \right]^2 \, dx \, dt,
\]

with the understanding that \( \mathcal{S}_{[0,T]}(\gamma) = +\infty \) if the integral on the right-hand side does not converge. Then one uses a contraction principle to extend the LDP to the general case.

**Theorem 2.6.1** (Large-deviation principle for SPDEs on the one-dimensional torus). The semilinear SPDE (2.6.1) satisfies an LDP on \([0,T]\) with good rate function

\[
\mathcal{S}_{[0,T]}(\gamma) := \begin{cases} \frac{1}{2} \int_0^T \int_\Lambda \left[ \frac{\partial}{\partial t} \gamma(t,x) - \Delta \gamma(t,x) - F(\gamma(t,x)) \right]^2 \, dx \, dt & \text{if the integral is finite}, \\ +\infty & \text{otherwise}. \end{cases}
\]

From this result, one can for instance deduce information on the exit time and location from a domain in \( \mathcal{H} \) in exactly the same way as in the finite-dimensional case.

**Exercise 2.6.2.** Use a similar argument as in (1.4.1) to show that the lower bound

\[
\mathcal{S}_{[0,T]}(\phi) \geq 2[V(\phi_T) - V(\phi_0)]
\]

holds for any given \( T \), where \( V \) is the potential given by (2.1.2) in the case \( F(\phi) = \phi - \phi^3 \).
2.7 Metastability

We examine now the dynamics of the stochastic Allen–Cahn equation
\[ \partial_t \phi(t,x) = \Delta \phi(t,x) + \phi(t,x) - \phi(t,x)^3 + \sqrt{2\varepsilon} \xi(t,x) \]
for small positive \( \varepsilon \). For simplicity, we concentrate on the case \( L < 2\pi \), when the associated potential \( V \) is a double-well potential, cf. Proposition 2.1.1. As in the finite-dimensional case, the estimate (2.5.5) shows that any initial measure will converge exponentially fast to the invariant measure \( \pi \), but it provides no control on the dependence of the constants \( C \) and \( \beta \) on \( \varepsilon \).

The large-deviation approach provides similar results as those in Theorem 1.5.1, including an Arrhenius law for the first-hitting time \( \tau_\varepsilon \) of a neighbourhood of \( \phi_0^* \) of the form
\[ \lim_{\varepsilon \to 0} \varepsilon \log \mathbb{E}^\varepsilon [ \tau_\varepsilon ] = H, \]
where for \( L < 2\pi \), one has \( H = V(\phi_0^*) - V(\phi_0^*) = L/4 \).

**Remark 2.7.1.** For \( L > 2\pi \), \( \phi_0^* \) is no longer a saddle with one unstable direction, and the role of the transition state is played by the family \( \{\phi_{1,0}^*\} \) of non-constant stationary solutions that bifurcate from \( \phi_0^* \) at \( L = 2\pi \). The value of \( H \) can be expressed in terms of elliptic integrals, cf. [MS01, MS03].

The next question is thus whether an analogue of the Eyring–Kramers formula (1.5.22) holds. We first have to check whether the ratio of determinants of Hessians in that formula makes any sense in the infinite-dimensional case. Recall that we have shown in Proposition 2.1.1 that the Hessians are given by \( -\Delta + 1 \) and \( -\Delta - 2 \). Though each of them has an infinite determinant, it turns out that their ratio converges. To see this, let us write the inverse of this ratio as
\[ \det((-\Delta + 2)(-\Delta - 1)^{-1}) = \det((1 + 3(-\Delta - 1)^{-1})^{-1}). \]
This is a so-called Fredholm determinant. To see that it indeed converges, we note that it is equal to \(-2\det((1 + 3(-\Delta - 1)^{-1})^{-1}) \) where \( \Delta \) acts on mean-zero functions, and write
\[ \log \det((1 + 3(-\Delta - 1)^{-1})^{-1}) = -\sum_{n>1} \frac{(-3)^n}{n} \text{Tr}((-\Delta - 1)^{-n}). \]
The series converges because \((-\Delta - 1)^{-1}\) is trace class (and therefore all its powers as well), and its eigenvalues decrease like \(((2k\pi/L)^2 - 1)^{-1}\).

**Remark 2.7.2.** The ratio (2.7.1) can also be computed explicitly, writing it as
\[ \prod_{k \in \mathbb{Z}} \frac{\nu_k}{\mu_k} = \prod_{k \in \mathbb{Z}} \left( \frac{2k\pi}{L} \right)^2 + 2 = -2 \left( \prod_{k \in \mathbb{N}} \frac{1 + 2 \left( \frac{L}{2k\pi} \right)^2}{1 - \left( \frac{L}{2k\pi} \right)^2} \right) = -\frac{\sinh(2(L/\sqrt{2}))}{\sin^2(L/2)}, \]
where we used two of Euler’s infinite product identities in the last step. However, the interpretation in terms of Fredholm determinant will be more useful in higher dimensions.

**Exercise 2.7.3.** By working in Fourier space, show that
\[ \det((1 + c(-\Delta + a)^{-1}) = \frac{1}{\det((1 - c(-\Delta + b)^{-1}))} \]
for every \( a, b \in \mathbb{R} \) such that \( a - b = c \) and the Fredholm determinants make sense.
In order to prove an Eyring–Kramers law, we will approximate the infinite-dimensional system by a finite-dimensional one and pass to the limit. One way of doing this is to take the limit \( N \to \infty \) the lattice system (1.0.1). While this is possible, we prefer the slightly easier approach of using a spectral Galerkin approximation, which has the advantage that the relevant eigenvalues are independent of \( N \). For \( \phi \in L^2(\Lambda) \), we define its Galerkin projection as

\[
(\Pi_N \phi)(x) = \sum_{k \in \mathbb{Z} \atop |k| \leq N} \langle \phi, e_k \rangle e_k(x),
\]

where the \( e_k \) denote the Fourier basis functions (2.3.5). We then consider the projected equation

\[
\partial_t \phi_N(t, x) = \Delta \phi_N(t, x) + \phi_N(t, x) - \Pi_N \phi_N(t, x)^3 + \sqrt{2\varepsilon}(\Pi_N \xi)(t, x)
\]

on the finite-dimensional subspace \( E_N \) of \( L^2(\Lambda) \) spanned by the \( e_k \) with \(|k| \leq N\) (we have used the fact that \( \Pi_N \) and \( \Delta \) commute). This is equivalent to the finite-dimensional SDE for Fourier coefficients

\[
d\hat{\phi}_t = -\nabla \hat{V}(\hat{\phi}_t) dt + \sqrt{2\varepsilon} dW_t,
\]

where \( \hat{V} \) is simply the potential (2.1.2) expressed in Fourier coordinates. This form is suitable for the potential-theoretic approach described in Section 1.5.2.

One easily checks that for symmetric sets \( B = -A \subset E_N \) Lemma 1.5.12 still applies here, so that it is essentially sufficient to estimate the partition function \( Z \) and the capacity \( \text{cap}(A, B) \) uniformly in the cut-off \( N \).

As in the finite-dimensional case, it turns out to be useful to perform the change of variables

\[
\phi_N(x) = \frac{1}{\sqrt{L}} \phi_0 + \sqrt{\varepsilon} \phi_\perp(x), \quad \phi_0 = \langle e_0, \phi_N \rangle = \frac{1}{\sqrt{L}} \int_{\Lambda} \phi_N(x) \, dx,
\]

where \( \phi_\perp \) has zero mean. Inserting this in the potential (2.1.2) yields

\[
\frac{1}{\varepsilon} V \left( \frac{1}{\sqrt{L}} \phi_0 + \sqrt{\varepsilon} \phi_\perp(x) \right) = \frac{1}{\varepsilon} V_0(\phi_0) + \frac{1}{2} \langle \phi_\perp, Q_\perp(\phi_0) \phi_\perp \rangle + R_\varepsilon(\phi_0, \phi_\perp),
\]

where

\[
V_0(\phi_0) = \frac{L}{4} \left( \frac{\phi_0^2}{L} - 1 \right)^2,
\]

\[
Q_\perp(\phi_0) = -\Delta_\perp - 1 + \frac{3\phi_0^2}{L},
\]

\[
R_\varepsilon(\phi_0, \phi_\perp) = \int_{\Lambda} \phi_\perp(x)^2 \, dx + \frac{\varepsilon}{4} \int_{\Lambda} \phi_\perp(x)^4 \, dx.
\]

Here the Laplacian \( \Delta_\perp = \Delta_{\perp, N} \) acts on \( E_{\perp, N} \), the subspace of zero-mean functions in \( E_N \). Therefore, the eigenvalues of \( Q_\perp(\phi_0) \) are given by \( \mu_k + 3\phi_0^2/L \geq 2\pi/L - 1 > 0 \), where the \( \mu_k = \lambda_k - 1 \) are the eigenvalues of \( -\Delta_\perp - 1 \). We will denote by \( \kappa_N(\phi_0) \) the Gaussian measure with covariance \( Q_\perp(\phi_0)^{-1} \) on \( E_{\perp, N} \), called a (truncated) Gaussian free field with mass \( m = (3\phi_0^2/L)^{1/2} \). A crucial estimate is the following one.

**Lemma 2.7.4.** There exist constants \( C_n \), uniform in \( N \) and \( \phi_0 \), such that the bound

\[
\mathbb{E} \kappa_N(\phi_0) \left[ \int_{\Lambda} \phi_\perp(x)^{2n} \, dx \right] \leq C_n
\]

holds for all even moments of \( \phi_\perp \), while the odd moments vanish.
Proof: Let \( \mathcal{H}_N = \{ k \in \mathbb{Z}; k \neq 0, |k| \leq N \} \). Then we can represent \( \phi_\perp \) as
\[
\phi_\perp(x) = \sum_{k \in \mathcal{H}_N} \frac{Z_k}{\mu_k + m^2} e_k(x),
\]
where the \( Z_k \) are i.i.d. standard normal random variables. Therefore
\[
\mathbb{E}^{S_n(\phi_0)} \left[ \int_A \phi_\perp(x)^{2n} \, dx \right] = \sum_{k_1, \ldots, k_n \in \mathcal{H}_N} \frac{\mathbb{E}[Z_{k_1} \cdots Z_{k_n}]}{\sqrt{\mu_{k_1} + m^2} \cdots \sqrt{\mu_{k_n} + m^2}} \int_A e_{k_1}(x)^2 \cdots e_{k_n}(x)^2 \, dx.
\]
The expectation vanishes unless the \( k_i \) are pairwise equal. Therefore, we obtain
\[
\mathbb{E}^{S_n(\phi_0)} \left[ \int_A \phi_\perp(x)^{2n} \, dx \right] \lesssim \sum_{k_1, \ldots, k_n \in \mathcal{H}_N} \frac{1}{(\mu_{k_1} + m^2) \cdots (\mu_{k_n} + m^2)} = \left( \sum_{k \in \mathcal{H}_N} \frac{1}{\mu_k + m^2} \right)^n,
\]
which is bounded uniformly in \( N \) and \( m \). Odd moments vanish by symmetry.

We will see in the next chapter that this bound can be substantially improved using Wick calculus. For now, it will be sufficient to obtain the following key estimate.

**Proposition 2.7.5.** We have
\[
e^{-\varepsilon c} \leq \mathbb{E}^{S_n(\phi_0)}[e^{-\varepsilon R_\varepsilon(\phi_0, \cdot)}] \leq 1 + e^{C(1+\phi_0^2)\varepsilon},
\]
where \( c \) and \( C \) are uniform in \( N \).

Proof: By Lemma 2.7.4, \( \mathbb{E}^{S_n(\phi_0)}[R_\varepsilon] = c_N \varepsilon \), where \( c_N \leq c \) is bounded uniformly in \( N \) and does not depend on \( \phi_0 \). Therefore the lower bound follows directly from Jensen’s inequality, which yields
\[
\mathbb{E}^{S_n(\phi_0)}[e^{-\varepsilon R_\varepsilon(\phi_0, \cdot)}] \geq \exp\left[-\mathbb{E}^{S_n(\phi_0)}[R_\varepsilon(\phi_0, \cdot)]\right] \geq \exp[-c\varepsilon].
\]

For the other direction, we first derive a rough bound on a slightly higher exponential moment, using a change of mass in the Gaussian measure. For any \( p \geq 1 \), we have
\[
\mathbb{E}^{S_n(\phi_0)}[e^{-p R_\varepsilon(\phi_0, \cdot)}] = \sqrt{\frac{\det Q_\perp(\phi_0)}{\det Q_\perp(0)}} \mathbb{E}^{S_n(0)} \left[ \exp\left\{ -\frac{3\phi_0^2}{2L} \int_A \phi_\perp(x)^2 \, dx - p R_\varepsilon(\phi_0, \cdot) \right\} \right].
\]
For the ratio of determinants, we note that
\[
\log \left( \frac{\det Q_\perp(\phi_0)}{\det Q_\perp(0)} \right) = \log \prod_{k \in \mathcal{H}_N} \left( 1 + \frac{3\phi_0^2}{L \mu_k} \right) = \sum_{k \in \mathcal{H}_N} \log \left( 1 + \frac{3\phi_0^2}{L \mu_k} \right) \leq \frac{3\phi_0^2}{L} \sum_{k \in \mathcal{H}_N} \frac{1}{\mu_k} = 2C_N \phi_0^2,
\]
where \( C_N \) is bounded uniformly in \( N \). Furthermore, using completion of squares, we get
\[
\frac{3\phi_0^2}{2L} \int_A \phi_\perp(x)^2 \, dx + p R_\varepsilon(\phi_0, \phi_\perp) = \int_A \phi_\perp(x)^2 \left[ \frac{3\phi_0^2}{2L} + p \sqrt{\varepsilon L \phi_0 \phi_\perp(x)} + p \varepsilon \phi_\perp(x) \right] \, dx
\]
\[
\leq \frac{1}{4} \int_A \phi_\perp(x)^2 \left[ \frac{2\sqrt{\varepsilon L \phi_0 \phi_\perp(x)}}{\sqrt{L}} + \sqrt{\varepsilon L \phi_\perp(x)} \right]^2 \, dx = \frac{2(3 - 2p)\phi_0^2}{L} \phi_0^2.
\]
which is positive for $p \leq 3/2$. Therefore $E^{g_N(\phi_0)}[e^{-(3/2)R_\epsilon(\phi_0)\cdot \cdot \cdot}]} \leq e^{C_N \phi_0^3}$. We now decompose

$$E^{g_N(\phi_0)}[e^{-R_\epsilon}] = E^{g_N(\phi_0)}[e^{-R_\epsilon} \cdot \mathbb{1}_{[R_\epsilon \geq 0]} + E^{g_N(\phi_0)}[e^{-R_\epsilon} \cdot \mathbb{1}_{[R_\epsilon < 0]}]$$

$$\leq \mathbb{P}^{g_N(\phi_0)}[R_\epsilon \geq 0] + \mathbb{E}^{g_N(\phi_0)}[(1 - R_\epsilon + e^{-R_\epsilon} - 1 + R_\epsilon) \mathbb{1}_{[R_\epsilon < 0]}]$$

$$\leq \mathbb{P}^{g_N(\phi_0)}[R_\epsilon \geq 0] + \mathbb{P}^{g_N(\phi_0)}[R_\epsilon < 0] - \mathbb{E}^{g_N(\phi_0)}[R_\epsilon] + \frac{1}{2} \mathbb{E}^{g_N(\phi_0)}[R_\epsilon^2 e^{-R_\epsilon}])$$

where we have used the fact that $e^{-x} - 1 + x \leq \frac{1}{2}x^2$ for $x < 0$ and Hölder’s inequality. Since by Lemma 2.7.4, $E^{g_N(\phi_0)}[R_\epsilon^2] = O(\varepsilon^3 \phi_0^6)$, the result follows from the bound on $E^{g_N(\phi_0)}[e^{-(3/2)R_\epsilon(\phi_0)\cdot \cdot \cdot}]}$ for an appropriate choice of $C$. \hfill $\Box$

We can now estimate the partition function and capacity, in a similar way as we did in the finite-dimensional case. We define the sets $A$ and $B$ as

$$A = -B = \{y : |\phi_0 + \sqrt{L}| \leq \delta, \phi_\perp \in D_\perp\}, \quad (2.7.5)$$

with $D_\perp$ containing a ball of radius $\sqrt{\log(\epsilon^{-1})}$ in $H^s(\Lambda)$ for some $s < \frac{1}{2}$. Then we have the following result.

**Proposition 2.7.6.** The partition function and the capacity satisfy

$$\mathcal{Z}_N := \int_{E_N} e^{-V(\phi)/\varepsilon} d\phi = 2\frac{(2\pi \varepsilon)^{N+1/2}}{\sqrt{\nu_0 \det(-\Delta_\perp + 2)}} [1 + O(\varepsilon)],$$

$$\text{cap}(A, B) = \frac{(2\pi \varepsilon)^{N+1/2}}{2\pi \sqrt{\det(-\Delta_\perp - 1)}} [1 + O(\varepsilon)],$$

where $\Delta_\perp = \Delta_{\perp, N}$, $\nu_0 = 2$, $\mu_0 = -1$, and the error terms are uniform in the cut-off $N$.

**Proof:** The partition function can be written as

$$\mathcal{Z}_N = e^{N} \int_{-\infty}^{\infty} e^{-V_0(\phi_0)/\varepsilon} \frac{(2\pi \varepsilon)^N}{\sqrt{\det Q_\perp(\phi_0)}} E^{g_N(\phi_0)}[e^{-R_\epsilon(\phi_0)\cdot \cdot \cdot}]} d\phi_0.$$

The result then follows from Proposition 2.7.5, using Laplace asymptotics for the integral over $\phi_0$, which is dominated by values of $\phi_0$ near $\pm \sqrt{L}$. The error term $\varepsilon e^{C(1 + \phi_0^2)}$ only yields an error of order $\varepsilon$, because it is dominated by the factor $e^{-V_0(\phi_0)/\varepsilon}$.

For the upper bound on the capacity, we use as before the Dirichlet principle, with a test function

$$h(\phi) = h_0(\phi_0) = \frac{1}{c_0} \int_a^a e^{V_0(\xi)/\varepsilon} d\xi,$$

$$c_0 = \int_{-a}^a e^{V_0(\xi)/\varepsilon} d\xi. \quad (2.7.6)$$

Writing $\mathcal{E}(h)$ in terms of $E^{g_N(\phi_0)}[e^{-R_\epsilon(\phi_0)\cdot \cdot \cdot}]}$ yields the upper bound in a similar way as for the partition function. For the lower bound on the capacity, we use the Thomson principle. Here it is useful to decompose the potential as

$$\frac{1}{\varepsilon} V\left(\frac{1}{\sqrt{L}} \phi_0 + \sqrt{\varepsilon} \phi_\perp(x)\right) = \frac{1}{\varepsilon} V_0(\phi_0) + V_\perp(\phi_\perp) + V_\perp(\phi_0, \phi_\perp),$$
where
\[ V_\perp(\phi) = \frac{1}{2} \langle \phi, Q_\perp(0) \phi \rangle + \frac{\varepsilon}{4} \int_A \phi_\perp(x)^4 \, dx, \]
\[ V_+(\phi_0, \phi_\perp) = \frac{3\phi_0^2}{2L} \int_A \phi_\perp(x)^2 \, dx + \sqrt{\varepsilon} \phi_0 \int_A \phi_\perp(x)^3 \, dx. \]

We define the divergence-free unit flow
\[ \varphi(\phi) = \frac{1}{K} \mathbb{1}_{D_\perp}(\phi_\perp) e^{-V_\perp(\phi_\perp)} \varepsilon_0, \quad K = \varepsilon N \int_{D_\perp} e^{V_\perp(\phi_\perp)} \, d\phi_\perp. \]

Substituting in the quadratic form (1.5.16) yields
\[ \mathcal{D}(\varphi) = \frac{1}{\varepsilon K^2} \int_{-\infty}^{\infty} e^{V_\perp(\phi_\perp)/\varepsilon} \frac{(2\pi \varepsilon)^N}{\sqrt{\det Q_\perp(0)}} \mathbb{E}^{\rho_N(0)} \left[ \mathbb{1}_{D_\perp} \exp \left\{ -\frac{\varepsilon}{4} \int_A \phi_\perp(x)^4 \, dx + V_+(\phi_0, \cdot) \right\} \right] \, d\phi_0. \]

Proceeding as in Proposition 2.7.5, one checks that the gaussian expectation is again equal to \( 1 + O(\varepsilon) \), despite the different sign of the cubic term and the extra quadratic term. A similar analysis can be performed for \( K \). The lower bound then follows from Thomson’s principle.

Proposition 2.7.6 is one of the essential building blocks of the following theorem, which is the main result of this section.

**Theorem 2.7.7** (Eyring-Kramers law for the one-dimensional Allen–Cahn SPDE). Assume that \( L < 2\pi \) and \( A \) and \( B \) are as in (2.7.5). Then
\[ \mathbb{E}^{\phi^*_0} [\tau_B] = \frac{2\pi}{|\mu_0|} \sqrt{\det(1 + 3(-\Delta - 1)^{-1})} \left[ 1 + O(\varepsilon) \right], \]
where \( V(\phi^*_0) - V(\phi^*_+) = L/4 \) and the determinant is to be interpreted as the Fredholm determinant (2.7.1).

**Sketch of proof:** For finite cut-off \( N \), and when starting in the equilibrium distribution on \( \partial A \), the result follows from Proposition 2.7.6 and Theorem 1.5.6. To extend this to the infinite-dimensional equation, we have to check two more things. The first one is that first-hitting times of \( B \) in the finite-dimensional system converge to those of the infinite-dimensional one. This can be done by combining an a priori estimate on \( \mathbb{E}[\tau^2_B] \) with a sample-path approximation argument given in [BJ13, Theorem 3.1], cf. [BG13, Theorem 3.1 and Proposition 3.4]. The second thing to be done is to prove that one can replace the initial distribution on \( \partial A \) by a start in \( \phi^*_+ \). This can be achieved by using the coupling argument given in [MOS89, Corollary 3.1], cf. [BG13, Theorem 3.5 and Proposition 3.6].

## 2.8 Bibliographical notes

The deterministic PDE commonly called Allen–Cahn equation was introduced in [CI75] and [AC79]. Detailed descriptions of its dynamics can be found for instance in [CP89, Che04].

The definitions of parabolic Hölder spaces and related Schauder estimates have been taken from [Hai14] and [CW17], while properties of Gaussian fields, in particular in relation with fractional Sobolev spaces, can be found in [Hai09].

Existence and uniqueness of solutions of the Allen–Cahn SPDE have been first established in [FJL82]. Regarding the general existence and uniqueness theory, as well as properties of
invariant measures, we have mainly followed [DPZ96] with some input from [Hai09]. The sharper bounds on decay of supremum norms are from [Cer99].

The large-deviation principle for the stochastic Allen–Cahn equation has been first obtained in [FJL82], and later extended in [Fre88, Sow92, CM97].

Eyring–Kramers laws for the one-dimensional Allen–Cahn equation have been obtained in [BG13] (using spectral Galerkin approximations) and in [Bar15] (using lattice discretisations). Results in these papers are much more general than those presented here, as they apply to equations with a general confining nonlinearity, with some smoothness assumptions. Results in [BG13] include the bifurcation regime and the dynamics for $L > 2\pi$ for periodic boundary conditions, in which the transition states are degenerate. The proof presented here is somewhat different from the proofs given in those works, which did not use Gaussian measure theory and the Thomson principle, but were instead based on Hausdorff–Young inequalities and direct approximations of Dirichlet forms, in the spirit of [BEGK04].
Allen–Cahn SPDE in two space dimensions

The particle system considered in Chapter 1 makes also sense in two dimensions, that is, for a two-dimensional lattice of \( N^2 \) particles, each one interacting with its 4 nearest neighbours. Proceeding as in Chapter 2, we obtain formally a continuum limit given by the SPDE

\[
\partial_t \phi(t, x) = \Delta \phi(t, x) + \phi(t, x) - \phi(t, x)^3 + \sqrt{2\varepsilon} \xi(t, x),
\]

where \( x \) now belongs to the two-dimensional torus \( \Lambda = (\mathbb{R}/(L\mathbb{Z}))^2 \), and the Laplacian \( \Delta = \partial_{x_1}^2 + \partial_{x_2}^2 \) acts on both components of \( x \). The PDE obtained in the deterministic case \( \varepsilon = 0 \) is perfectly well-defined.

Exercise 3.0.1. Compute the eigenvalues of the Laplacian \( \Delta \) for periodic boundary conditions on \( \Lambda \), and use it to determine the stability of the constant stationary solutions of the deterministic PDE. Argue that for \( L < 2\pi \), we are again in the double-well situation, as there can be no non-constant stationary solutions. Prove this fact, using

\[
W(\phi) = \frac{1}{2} \int_\Lambda \|\nabla \phi(x)\|^2 \, dx
\]

as a Lyapunov function.

It turns out, however, that the SPDE (3.0.1) is not well-posed. This is related to the fact that space-time white noise is more irregular in dimension 2 than in dimension 1. Before discussing a cure for this problem, we first have to understand in more detail where the problem comes from.

3.1 The need for renormalisation

Space-time white noise on \( \mathbb{R} \times \Lambda \) can be defined exactly as in Definition 2.2.1, except that \( \Lambda \) now denotes the two-dimensional torus. The scaling operator in (2.2.3) now takes the form

\[
(\mathcal{S}_{\tau, \lambda} \varphi)(t, x) := \frac{1}{\tau \lambda^2} \varphi\left( \frac{t}{\tau}, \frac{x}{\lambda} \right),
\]

and the scaling property of Proposition 2.2.5 becomes

\[
\xi_{\tau, \lambda} \overset{\text{law}}{=} \frac{1}{\sqrt{\tau \lambda}} \xi.
\]
The parabolic Hölder spaces are defined as before, with the parabolic norm defined by
\[ \| (t,x) - (s,y) \|_\alpha = |t-s|^{1/2} + \sum_{i=1}^2 |x_i - y_i| , \]
and the scaling operator in (2.2.6) replaced by
\[ (S^\lambda_t \varphi)(s,y) := \frac{1}{\lambda^4} \varphi \left( \frac{s-t}{\lambda^2}, \frac{y-x}{\lambda} \right) . \]
Making the necessary changes in the proof of Theorem 2.2.8, one now finds that
\[ \xi \in C^{2-\kappa} \quad \text{for any } \kappa > 0 . \tag{3.1.1} \]

Exercise 3.1.1. Prove (3.1.1) by adapting the argument used in Theorem 2.2.8.

The Schauder estimate stated in Theorem 2.3.9 remains true in the present setting. The problem is, however, that the stochastic convolution \( P \ast \xi \) belongs to \( C^\alpha_s \) for any \( \alpha < 0 \) only, instead any to \( \alpha < \frac{1}{2} \) in the one-dimensional case. Therefore, the stochastic convolution is only a distribution, albeit rather close to being a function. Since there is no canonical way of multiplying two distributions, the fixed-point equation (2.4.2) becomes ill-defined, as it requires the nonlinear function \( F \) to be applied to the stochastic convolution.

As the stochastic convolution is a Gaussian process, its singularity can be traced to the behaviour of the covariance, which diverges near the diagonal \( y = x \) (see also (2.5.2)). Therefore, a regularisation becomes possible by subtracting an “infinite constant” from the right-hand side of (3.0.1), a process known as renormalisation. An important tool to understand how it works is Wick calculus for Gaussian random variables.

3.2 Wick calculus
3.2.1 Isserlis’ theorem
Consider a Gaussian random vector \( X \) on \( \mathbb{R}^N \) with covariance matrix \( C \). Recall that this means that for any test function \( F \), one has
\[ \mathbb{E}[F(X)] = \frac{1}{Z} \int_{\mathbb{R}^N} F(x) e^{-\langle x, C^{-1} x \rangle/2} \, dx , \]
where \( C \) has entries \( C_{ij} = \mathbb{E}[X_i X_j] \), and \( Z \) is such that \( \mathbb{E}[1] = 1 \). Moments of \( X \) can easily be computed by the following integration-by-parts formula, which is a finite-dimensional version of the Schwinger–Dyson equations from Quantum Field Theory.

Lemma 3.2.1. For any \( i \in \{1, \ldots, N\} \) we have
\[ \mathbb{E}[X_i F(X)] = \sum_{j=1}^N C_{ij} \mathbb{E}[\partial_j F(X)] \tag{3.2.1} \]
for all real-valued differentiable \( F \) such that both sides of the equality are well-defined.

Proof: Leibniz’ rule yields
\[ \frac{\partial}{\partial x_j} \left( F(x) e^{-\langle x, C^{-1} x \rangle/2} \right) = \left[ \frac{\partial F}{\partial x_j}(x) - \frac{1}{2} F(x) \frac{\partial}{\partial x_j} \langle x, C^{-1} x \rangle \right] e^{-\langle x, C^{-1} x \rangle/2} . \]
Since we have
\[
\sum_{j=1}^{N} C_{ij} \frac{\partial}{\partial x_j} (x, C^{-1} x) = \sum_{j,k=1}^{N} C_{ij} C_{jk} x_k = \sum_{k=1}^{N} \delta_{ik} x_k = x_i,
\]
it follows that
\[
x_i F(x) e^{-\langle x, C^{-1} x \rangle / 2} = \sum_{j=1}^{N} C_{ij} \left[ -\frac{\partial}{\partial x_j} \left( F(x) e^{-\langle x, C^{-1} x \rangle / 2} \right) + \frac{\partial F}{\partial x_j} e^{-\langle x, C^{-1} x \rangle / 2} \right].
\]
Integrating over the whole space, we see that the boundary terms vanish, and the result follows at once.

An immediate consequence of this result is the following theorem, due to Leon Isserlis.

**Theorem 3.2.2 (Isserlis).** For any \(1 \leq n \leq N/2\), we have
\[
\mathbb{E}[X_1 \ldots X_{2n}] = \prod_{\text{pairings } \mathcal{P} \text{ of } \{1, \ldots, 2n\}} \prod_{\{i,j\} \in \mathcal{P}} \mathbb{E}[X_i X_j],
\]
\[
\mathbb{E}[X_1 \ldots X_{2n-1}] = 0,
\]
where a pairing of \(\{1, \ldots, 2n\}\) is a partition \(\mathcal{P} = \{\{i_1, j_1\}, \ldots, \{i_n, j_n\}\}\) of this set into disjoint subsets of two elements.

**Proof:** By induction on \(n\), applying (3.2.1) with \(i = 1\) and \(F(X)\) of the form \(X_2 \ldots X_m\).

**Remark 3.2.3.** An alternative proof relies on the identity \(\mathbb{E}[e^{i\langle \ell, X \rangle}] = e^{-\langle \ell, C \ell \rangle / 2}\), expanding both sides in powers of \(\ell = (\ell_1, \ldots, \ell_n)^T\) and identifying coefficients.

For instance, in the case \(2n = 4\), we obtain
\[
\mathbb{E}[X_1 X_2 X_3 X_4] = \mathbb{E}[X_1 X_2] \mathbb{E}[X_3 X_4] + \mathbb{E}[X_1 X_3] \mathbb{E}[X_2 X_4] + \mathbb{E}[X_1 X_4] \mathbb{E}[X_2 X_3].
\]
A convenient graphical way of representing this relation is the following:

\[
\mathbb{E}[X_1 X_2 X_3 X_4] = \begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array} + \begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array} + \begin{array}{c}
1 \\
2 \\
3 \\
4
\end{array}
\]

**Exercise 3.2.4.** Determine the number of pairings of \(\{1, \ldots, 2n\}\). Use this information to compute \(\mathbb{E}[X^{2n}]\) when \(X\) follows a standard normal distribution, and prove (2.2.9).

### 3.2.2 Hermite polynomials

Consider the one-dimensional Ornstein–Uhlenbeck process, solving the SDE
\[
dX_t = -X_t \, dt + \sqrt{2\varepsilon} \, dW_t.
\]
We know from Section 1.3 that its invariant distribution \(\pi\) has density \(e^{-x^2/(2\varepsilon)} / \sqrt{2\pi\varepsilon}\) with respect to Lebesgue measure, while its generator
\[
\mathcal{L} = \varepsilon e^{x^2/(2\varepsilon)} \frac{d}{dx} e^{-x^2/(2\varepsilon)} \frac{d}{dx}.
\]
is self-adjoint in $L^2(\mathbb{R}, \pi(dx))$. Furthermore, one easily checks that the operators
\[
a = e^{x^2/(2\varepsilon)} \left( x - \frac{\varepsilon}{d/dx} \right) e^{-x^2/(2\varepsilon)} = \frac{d}{dx},
\]
\[
a^+ = -e^{x^2/(2\varepsilon)} \varepsilon \frac{d}{dx} e^{-x^2/(2\varepsilon)} = x - \varepsilon \frac{d}{dx}
\]
are mutually adjoint in $L^2(\mathbb{R}, \pi(dx))$, and satisfy the relations
\[
a^+ a = -\varepsilon L, \quad a^+ a a^+ - a^+ a = \varepsilon.
\]

These relations are useful to find eigenfunctions of $L$. Indeed, we obviously have $L H_0 = 0$, where $H_0(x) = 1$ is constant. Now if $H$ is an eigenfunction of $L$ with eigenvalue $-\lambda$, we have
\[
-L(a^+ H) = \frac{1}{\varepsilon} a^+ a a^+ H = \frac{1}{\varepsilon} a^+ (a^+ a + \varepsilon) H = (\lambda + 1) a^+ H,
\]
showing that $a^+ H$ is an eigenfunction of $L$ with eigenvalue $-(\lambda + 1)$. We conclude that the functions in the family $(H_n)_{n \in \mathbb{N}_0}$ defined recursively by
\[
H_{n+1}(x; \varepsilon) = (a^+ H_n)(x; \varepsilon) = x H_n(x; \varepsilon) - \varepsilon \frac{d}{dx} H_n(x; \varepsilon)
\]
are orthogonal, and satisfy
\[
L H_n(x; \varepsilon) = -n H_n(x; \varepsilon), \quad n \in \mathbb{N}_0.
\]
The corresponding eigenfunctions of $L^+$ are simply given by $e^{-x^2/(2\varepsilon)} H_n(x; \varepsilon)$.

**Remark 3.2.5.** The operators $a^+$ and $a$ behave in the same way as creation and annihilation operators for the quantum harmonic oscillator. In fact, the generator $L$ is conjugated to the Hamiltonian of the harmonic oscillator via the transformation $L \mapsto e^{-x^2/(4\varepsilon)} L e^{x^2/(4\varepsilon)}$, and the operators $a^+$ and $a$ are conjugated in the same way to those of the harmonic oscillator. □

In fact, one can show that the family $(H_n)_{n \in \mathbb{N}_0}$ forms a complete orthonormal basis of $L^2(\mathbb{R}, \pi(dx))$. See for instance [Nua06, Lemma 1.1.2].

**Definition 3.2.6 (Hermite polynomials).** The polynomial
\[
H_n(x; \varepsilon) = (a^+)^n H_0(x; \varepsilon) = (-\varepsilon)^n e^{x^2/(2\varepsilon)} \frac{d^n}{dx^n} e^{-x^2/(2\varepsilon)}
\]
is called the $n$th Hermite polynomial with variance $\varepsilon$.

Hermite polynomials can easily be computed by the recurrence relation (3.2.2). The first few of them are given by
\[
H_0(x; \varepsilon) = 1,
\]
\[
H_1(x; \varepsilon) = x,
\]
\[
H_2(x; \varepsilon) = x^2 - \varepsilon,
\]
\[
H_3(x; \varepsilon) = x^3 - 3\varepsilon x
\]
\[
H_4(x; \varepsilon) = x^4 - 6\varepsilon x^2 + 3\varepsilon^2.
\]
A useful alternative expression for Hermite polynomials relies on their generating function.
Lemma 3.2.7. For every \( t, x \in \mathbb{R} \) and \( \varepsilon \geq 0 \), one has

\[
G(t, x; \varepsilon) := e^{tx - \varepsilon t^2/2} = \sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x; \varepsilon).
\] (3.2.3)

Exercise 3.2.8. Prove Lemma 3.2.7. Hint: Take the derivative with respect to \( t \) on both sides, and use the recurrence relation (3.2.2). Another proof (with a slightly different normalisation) can be found in [Nua06, Lemma 1.1.1].

A very important consequence of Lemma 3.2.7 is the following identity, which can be seen as an analogue of Isserlis’ theorem for Hermite polynomials of Gaussian random variables.

Lemma 3.2.9. Let \( X \) and \( Y \) be jointly Gaussian centred random variables, of respective variance \( \varepsilon_1 \) and \( \varepsilon_2 \). Then for any \( n, m \geq 0 \), one has

\[
\mathbb{E}[H_n(X; \varepsilon_1)H_m(Y; \varepsilon_2)] = \begin{cases} n! \mathbb{E}[XY]^n & \text{if } n = m, \\ 0 & \text{otherwise}. \end{cases}
\] (3.2.4)

Proof: Let \( C \) denote the covariance matrix of \( Z = (X, Y)^T \). Then the expression

\[
\mathbb{E}[e^{\langle \ell, Z \rangle}] = \exp\left\{ \frac{1}{2} \langle \ell, C \ell \rangle \right\}
\]

for the Laplace transform of \( Z \), applied with \( \ell = (t, s)^T \), implies that

\[
\mathbb{E}[e^{tX - \varepsilon_1 t^2/2} e^{sY - \varepsilon_2 s^2/2}] = e^{ts \mathbb{E}[XY]}.
\]

Using (3.2.3) and expanding both sides yields

\[
\sum_{n,m=0}^{\infty} \frac{t^n s^m}{n! m!} \mathbb{E}[H_n(X; \varepsilon_1)H_m(Y; \varepsilon_2)] = \sum_{k=0}^{\infty} \frac{(ts)^k}{k!} \mathbb{E}[XY]^k.
\]

Identifying coefficients of the power series gives the result. □

A convenient graphical way of representing (3.2.4), for instance in the case \( n = 4 \), is

\[
\mathbb{E}\left[ \begin{array}{cccc} \circ & \circ & \circ & \circ \\ \circ & \circ & \circ & \circ \\ \circ & \circ & \circ & \circ \\ \circ & \circ & \circ & \circ \end{array} \right] = 4! \left\langle \begin{array}{c} \circ \\ \circ \\ \circ \\ \circ \end{array} \right\rangle.
\] (3.2.5)

Here each diagram with four legs represents a term \( H_4 \), and each edge on the right-hand side represents a covariance \( \mathbb{E}[XY] \). The combinatorial factor \( 4! \) counts the number of ways of pairing the four legs, with the rule that only legs from different diagrams can be paired. This is the main difference with Isserlis’ theorem, which allowed for all possible pairings. Similar identities as (3.2.4) can be obtained for products of more than two Hermite polynomials, by summing over all pairings of legs belonging to different terms.

Note that if we put \( m = 0 \) in (3.2.4), we obtain

\[
\mathbb{E}[H_n(X; \varepsilon)] = \delta_{n0},
\] (3.2.6)

which shows that Hermite polynomials of Gaussian random variables are centred for \( n \geq 1 \).

Another useful consequence of Lemma 3.2.7 is the following binomial formula for Hermite polynomials.
Lemma 3.2.10. For any \( x, y \in \mathbb{R}, \epsilon_1, \epsilon_2 \geq 0 \) and \( n \in \mathbb{N}_0 \),
\[
H_n(x + y, \epsilon_1 + \epsilon_2) = \sum_{m=0}^{n} \binom{n}{m} H_m(x, \epsilon_1) H_{n-m}(y, \epsilon_2).
\]

Proof: Expanding the identity
\[
e^{t(x+y-(\epsilon_1+\epsilon_2)t^2)/2} = e^{tx-t^2/2} e^{ty-t^2/2}
\]
yields
\[
\sum_{n=0}^{\infty} \frac{t^n}{n!} H_n(x + y; \epsilon_1 + \epsilon_2) = \sum_{m=0}^{\infty} \frac{t^m}{m!} H_m(x; \epsilon_1) \sum_{k=0}^{\infty} \frac{t^k}{k!} H_k(y; \epsilon_2).
\]
Comparing coefficients of \( t^n \) gives the result. \( \square \)

### 3.2.3 The two-dimensional Gaussian free field

We define a Fourier basis of \( \Lambda = (\mathbb{R}/(L\mathbb{Z}))^2 \) by
\[
e_k(x) = e_{k_1}(x_1)e_{k_2}(x_2), \quad k = (k_1, k_2) \in \mathbb{Z}^2,
\]
where the \( e_{k_1} \) are the one-dimensional basis functions defined in (2.3.5). The slight abuse of notation made by using the same symbol for one- and two-dimensional basis functions will not matter in what follows. The \( e_k \) are eigenfunctions of the Laplacian on \( \Lambda \) with periodic boundary conditions, satisfying
\[
\Delta e_k = -\lambda_k e_k, \quad \lambda_k = \left( \frac{2||k||\pi}{L} \right)^2.
\]
For \( N \in \mathbb{N} \), define sets of indices \( \mathcal{K}_N = \{ k \in \mathbb{Z}^2 : |k| \leq N \} \) and \( \mathcal{K}_N^+ = \{ k \in \mathcal{K}_N : k_1, k_2 > 0 \} \), where \( |k| = |k_1| + |k_2| \). Let \( E_N \) be the space spanned by \( \{e_k : k \in \mathcal{K}_N\} \). Note the identities
\[
e_{(k_1,k_2)}(x)^2 + e_{(-k_1,-k_2)}(x)^2 + e_{(-k_1,k_2)}(x)^2 + e_{(-k_2,k_1)}(x)^2 = \frac{4}{L^2} \quad \forall (k_1, k_2) \in \mathcal{K}_N^+,
\]
\[
e_{(k_1,0)}(x)^2 + e_{(-k_1,0)}(x)^2 = e_{(0,k_2)}(x)^2 + e_{(0,-k_2)}(x)^2 = \frac{2}{L^2} \quad \forall k_1, k_2 \neq 0.
\]

**Definition 3.2.11** (Two-dimensional Gaussian free field). The truncated two-dimensional Gaussian free field (GFF) with covariance \((-\Delta_N + 1)^{-1}\) on \( \Lambda \) is defined as
\[
\phi_{GFF,N}(x) := \sum_{k \in \mathcal{K}_N} \frac{Z_k}{\lambda_k + 1} e_k(x),
\]
where \( \Delta_N \) is the restriction of \( \Delta \) to \( E_N \) and the \( Z_k \) are i.i.d. standard normal random variables.

Thanks to the symmetry relations (3.2.7), \( \mathbb{E}[\phi_{GFF,N}(x)^2] \) does not depend on \( x \), and is thus equal to
\[
C_N := \frac{1}{L^2} \int_{\Lambda} \mathbb{E}[\phi_{GFF,N}(x)^2] \, dx = \frac{1}{L^2} \int_{\Lambda} \sum_{k \in \mathcal{K}_N} \frac{1}{\lambda_k + 1} \phi_k(x)^2 \, dx
\]
\[
= \frac{1}{L^2} \sum_{k \in \mathcal{K}_N} \frac{1}{\lambda_k + 1} = \frac{1}{L^2} \text{Tr}[(-\Delta_N + 1)^{-1}].
\]
Since \( k \) is two-dimensional and \( \lambda_k \) grows like \( ||k||^2 \), this constant diverges like \( \log N \).
Exercise 3.2.12. Show that
\[ C_N = \frac{\log N}{2\pi} + \mathcal{O}(1) \] \hspace{1cm} (3.2.9)
as \( N \to \infty \). **Hint:** View (3.2.8) as a Riemann sum and integrate using polar coordinates. 

Thus we see that the non-truncated two-dimensional GFF has infinite variance at every point! Fortunately, since this variance is constant, we can subtract it in order to get a meaningful object in the limit, a procedure which is akin to an Itô correction. This leads to the following definition.

**Definition 3.2.13 (Wick powers of the GFF).** For any integer \( n \in \mathbb{N} \), the \( n \)th Wick power of the truncated GFF is defined as:
\[ \phi^n_{\text{GFF},N}(x) := \phi^n_{\text{GFF},N}(x); C_N := H_n(\phi_{\text{GFF},N}(x); C_N), \quad x \in \Lambda. \]

Note in particular that owing to (3.2.6), all Wick powers are centred random variables at any \( x \in \Lambda \). Furthermore, Lemma 3.2.9 implies the following important result, which is a generalisation of Lemma 2.7.4 to the two-dimensional case.

**Proposition 3.2.14.** For every \( n \in \mathbb{N} \), we have
\[ \sup_{N \geq 1} \mathbb{E}\left[ \left( \frac{1}{L^2} \int_{\Lambda} :\phi^n_{\text{GFF},N}(x):dx \right)^2 \right] < \infty. \]

**Proof:** By (3.2.4), we have
\[
\mathbb{E}\left[ \left( \frac{1}{L^2} \int_{\Lambda} :\phi^n_{\text{GFF},N}(x):dx \right)^2 \right] = \int_{\Lambda} \int_{\Lambda} \mathbb{E}[\phi^n_{\text{GFF},N}(x)\phi^n_{\text{GFF},N}(y)] dx dy
\]
\[
= n! \int_{\Lambda} \int_{\Lambda} \left( \sum_{k,\ell \in \mathbb{N}} \frac{\mathbb{E}[Z_k Z_\ell]}{\sqrt{(\lambda_k + 1)(\lambda_\ell + 1)}} e_k(x)e_\ell(y) \right)^n dx dy
\]
\[
= n! \int_{\Lambda} \int_{\Lambda} \left( \sum_{k \in \mathbb{N}} \frac{1}{\lambda_k + 1} e_k(x)e_k(y) \right)^n dx dy
\]
\[
= n! \sum_{k_1,\ldots,k_n \in \mathbb{N}} \frac{1}{(\lambda_{k_1} + 1)\cdots(\lambda_{k_n} + 1)} \left( \int_{\Lambda} e_{k_1}(x)\cdots e_{k_n}(x)dx \right)^2.
\]

By orthogonality of the eigenfunctions, the integral in the last expression vanishes unless some linear combination \( k_1 \pm k_2 \pm \cdots \pm k_n \) is equal to zero. Therefore, we have the bound
\[
\mathbb{E}\left[ \left( \frac{1}{L^2} \int_{\Lambda} :\phi^n_{\text{GFF},N}(x):dx \right)^2 \right] \lesssim \sum_{k_1,\ldots,k_n \in \mathbb{N}} \frac{1}{(\lambda_{k_1} + 1)\cdots(\lambda_{k_n} + 1)}.
\]

Thanks to the condition that the sum of the \( k_i \) vanishes, this sum is bounded uniformly in \( N \), by a Young-type inequality, see for instance [ZZ15a, Lemma 3.10].

**Remark 3.2.15.** In the graphical notation introduced in (3.2.5), we have \( C_N = \bigodot \), since \( C_N \) involves the covariance of any \( \phi_{\text{GFF},N}(x) \) with itself.
3.2.4 Wick powers of the stochastic convolution

We consider now the stochastic heat equation
\[ \partial_t \phi(t,x) = \Delta \phi(t,x) + \xi_N(t,x), \]  
(3.2.10)

where \( \xi_N = \Pi_N \xi \) is a spectral Galerkin approximation of space-time white noise (cf. (2.7.2)). Similarly to (2.3.3), the solution of (3.2.10) can be written as
\[ \phi = P \phi_0 + P \ast \xi_N, \]
where \( P \) denotes the analogue of the heat kernel (2.3.2) in two dimensions, namely
\[ P(t,x) := \sum_{k \in \mathbb{Z}^2} P_{\mathbb{R}^2}(t,x - kL), \quad P_{\mathbb{R}^2}(t,x) := \frac{1}{4\pi t} \exp\left(-\frac{\|x\|^2}{4t}\right) \mathbb{1}_{\{t>0\}}. \]

The stochastic convolution \( P \ast \xi_N \) can be analysed as in Section 2.3. In particular, subtracting the Brownian motion \( W_0(t) \) of the zeroth Fourier mode, we find that \( (P \ast \xi_N)(t,x) - W_0(t) \) converges as \( t \to \infty \) to a Gaussian free field with covariance \( (-\Delta_{\perp,N})^{-1} \), where \( \Delta_{\perp,N} = \Pi_N \Delta_{\perp} \) acts on zero-mean functions. By Proposition 3.2.14, defining \( C_N \) as in (3.2.8), all Wick powers \( (P \ast \xi_N)^n : C_N \) will have a variance uniformly bounded in \( N \), and should have well-defined limits (one easily checks that adding a constant to the \( \lambda_k \) in (3.2.8) does not change its divergent part).

There is a slightly different way to regularise the stochastic heat equation, which turns out to be equivalent to (3.2.10). Let \( \rho : \mathbb{R} \times \Lambda \to \mathbb{R} \) be smooth, compactly supported and of integral 1. Then for any \( \delta \in (0,1] \), define the mollifier
\[ \rho_\delta(t,x) = \mathcal{F}_0^\delta \rho(t,x) := \frac{1}{\delta^d} \rho\left(\frac{t}{\delta^2}, \frac{x}{\delta}\right). \]

We can then set \( \xi_\delta(t,x) = (\rho_\delta \ast \xi)(t,x) \) (interpreted as testing \( \xi \) against \( \rho((t,x) - \cdot) \)), and consider the regularised stochastic heat equation
\[ \partial_t \phi(t,x) = \Delta \phi(t,x) + \xi_\delta(t,x), \]
which admits solutions in the classical sense since \( \xi_\delta \) is smooth, namely
\[ \phi = P \phi_0 + P \ast \xi_\delta, \]
with a stochastic convolution \( P \ast \xi_\delta \) given by
\[ (P \ast \xi_\delta)(t,x) = \int_{-\infty}^{\infty} \int_\Lambda P(t-s,x-y) \xi_\delta(s,y) dy ds = \langle \xi, P \ast \rho_\delta \rangle(t,x). \]  
(3.2.11)

Since this object and its powers will play a central role in the following, we introduce the graphical notation (borrowed from [Hai14, CW17])
\[ (P \ast \xi_\delta)(t,x) = \mathbb{1}_\delta(t,x), \quad (P \ast \xi)^2_\delta(t,x) = \mathbf{\nabla}_\delta(t,x), \quad (P \ast \xi)^3_\delta(t,x) = \mathbf{\nabla}_\delta(t,x). \]

Writing \( P_\delta = P \ast \rho_\delta \) and using the defining property (2.2.2) of space-time white noise, we obtain
\[ \mathbb{E}[\mathbf{\nabla}_\delta(t,x)] = \mathbb{E}[\langle \xi, P_\delta \rangle(t,x)^2] = \langle P_\delta, P_\delta \rangle_{L^2(\mathbb{R} \times \Lambda)} = \int_{-\infty}^{\infty} \int_\Lambda P_\delta(t,x)^2 dx dt =: C_\delta, \]  
(3.2.12)
which is independent of \( (t,x) \).
Proposition 3.2.16. Assume that \( \rho(t,x) = \rho^{(0)}(t)\rho^{(1)}(x) \) where \( \rho^{(1)} \) is even. Then the constant \( C_\delta \) has the asymptotic behaviour
\[
C_\delta = \frac{\log(\delta^{-1})}{4\pi} + O(1) \quad \text{as } \delta \to 0.
\] (3.2.13)

Proof: We present a proof which is perhaps not the shortest possible, but will highlight the link with other objects such as the Green function. First note that the Markov property implies that for any \( t, s > 0 \) and \( x \in \Lambda \),
\[
\int_\Lambda P(t,x-y)P(s,y)\,dy = P(t+s,x).
\]
Furthermore, for any \( x \in \Lambda \),
\[
\int_\infty^{-\infty} P(t,x)\,dt = \int_0^\infty e^{t\Delta}(x)\,dt = -G(x),
\]
where \( G = \Delta^{-1} \) is the Green function of the Laplacian acting on zero-mean functions, that is, the solution of \((\Delta G)(x) = \delta(x)\). Taking into account the properties of \( \rho \), one finds that for \( \delta > 0 \), these relations become
\[
\int_\Lambda P_\delta(t,x-y)P_\delta(s,y)\,dy = \tilde{P}_\delta(t+s,x),
\]
\[
\int_{-\infty}^{\infty} P_\delta(t,x)\,dt = -\tilde{G}_\delta(x),
\] (3.2.14)
where \( G_\delta = G * \rho^{(1)}_\delta \) and \( \tilde{P}_\delta = P * (\rho * \rho)_\delta \) is a regularised version of \( P \) with a different mollifier. It follows, using that \( P \) is even in \( x \), that
\[
\int_{-\infty}^{\infty} \int_\Lambda P_\delta(t,x)^2\,dx\,dt = \int_{-\infty}^{\infty} \tilde{P}_\delta(2t,0)\,dt = \frac{1}{2} \tilde{G}_\delta(0),
\]
where again \( \tilde{G}_\delta \) is a regularisation of \( G \) with a different mollifier. Using the fact that the Green function of the two-dimensional Laplacian behaves like \( \log \|x\|/(2\pi) \) near the origin, one easily obtains \( \tilde{G}_\delta(0) = \log(\delta)/(2\pi) + O(1) \), which proves (3.2.13). \( \Box \)

Remark 3.2.17. Note that the expressions (3.2.13) and (3.2.9) have the same divergent behaviour. Furthermore, the divergent part of \( C_\delta \) is independent of the mollifier \( \rho \). The term of order 1, however, will depend on \( \rho \). In other words, there is no canonical choice for the bounded part of the renormalisation constants. \( \diamond \)

Proposition 3.2.14 shows that the Wick powers
\[
: I_\delta : = H_1(I_\delta; C_\delta) = I_\delta,
\]
\[
: \mathbf{V}_\delta : = H_2(I_\delta; C_\delta) = \mathbf{V}_\delta - C_\delta,
\]
\[
: \mathbf{\Psi}_\delta : = H_3(I_\delta; C_\delta) = \mathbf{\Psi}_\delta - 3C_\delta I_\delta
\] (3.2.15)
have a variance uniformly bounded in \( \delta \). In fact, one can show that they admit well-defined limits \( 1, \mathbf{V} \) and \( \mathbf{\Psi} \) as \( \delta \searrow 0 \) in terms of iterated stochastic integrals, which belong to \( \mathbb{C}_{\kappa} \) for any \( \kappa > 0 \). See [CW17, Appendix A], [Hai14, Section 10.1] and [DPD03, Lemma 3.2] for details. The same works of course for higher powers of the stochastic convolution.
Remark 3.2.18. A formal way of writing these limits is to introduce
\[\xi(dz_1) \ast \xi(dz_2) = \xi(dz_1) \xi(dz_2) - \delta(z_1 - z_2),\]
\[\xi(dz_1) \ast \xi(dz_2) \ast \xi(dz_3) = \xi(dz_1) \xi(dz_2) \xi(dz_3) - \xi(dz_1) \delta(z_2 - z_3) - \xi(dz_2) \delta(z_3 - z_1) - \xi(dz_3) \delta(z_1 - z_2).\]

The quantities on the left-hand side, which define the limiting objects \(\nabla\) and \(\nabla^\ast\) when integrated against a product of \(P_\delta\), can be given a rigorous meaning as elements of the Wiener chaos decomposition, see [Nua06, Section 1.1], and [CW17, Appendix A].

3.3 Existence and uniqueness of solutions

The discussion so far suggests that the renormalised version of the two-dimensional stochastic Allen–Cahn equation we should consider is
\[
\partial_t \phi_\delta(t, x) = \Delta \phi_\delta(t, x) + \phi_\delta(t, x) - :\phi_\delta(t, x)\phi_\delta^3:_{C^2_\delta} + \xi^\delta(t, x)
\]  
\[
= \Delta \phi_\delta(t, x) + \phi_\delta(t, x) - [\phi_\delta(t, x)^3 - 3C_\delta \phi_\delta(t, x)] + \xi^\delta(t, x).
\]  
(3.3.1)

For \(\delta > 0\), this is a smooth PDE (for any realisation of the noise), whose solution with initial condition \(\phi_{\delta,0}\) satisfies the fixed-point equation
\[
\phi_\delta = P \phi_{\delta,0} + 1_\delta + P \ast [\phi_\delta - \phi_\delta^3 + 3C_\delta \phi_\delta].
\]  
(3.3.2)

The idea exploited by Da Prato and Debussche in [DPD03] is that since the most irregular term on the right-hand side should be the stochastic convolution \(1_\delta\), one can write
\[
\phi_\delta = 1_\delta + \psi_\delta,
\]
where \(\psi_\delta\) is expected to be more regular than \(\phi_\delta\). Substituting in (3.3.2), we obtain
\[
\psi_\delta = P \psi_{\delta,0} + P \ast [1_\delta + \psi_\delta - (1_\delta + \psi_\delta)^3 + 3C_\delta (1_\delta + \psi_\delta)]
\]  
\[
= P \psi_{\delta,0} + P \ast [1_\delta + \psi_\delta - \psi_\delta^3 - 31_\delta \psi_\delta^2 - 3(\nabla \delta - C_\delta) \psi_\delta - (\nabla^\ast - 3C_\delta 1)].
\]

Taking formally the limit \(\delta \downarrow 0\) and using (3.2.15) yields the fixed-point equation
\[
\psi = P \psi_0 + P \ast [1 + \psi - \psi^3 - 31 \psi^2 - 3 \nabla \psi - \nabla^\ast \psi]
\]  
(3.3.3)

The key result allowing to analyse this fixed-point equation is the following, see [Hai14, Proposition 4.14] as well as [BCD11, Section 2.6].

**Theorem 3.3.1** (Product in Besov spaces). Let \(\alpha, \beta \in \mathbb{R}\) satisfy \(\alpha + \beta > 0\). Then there exists a bilinear map \(B : C^\alpha_\delta \times C^\beta_\delta \rightarrow C^{\alpha + \beta}_\delta\) with the following properties:

1. If \(f \in C^\alpha_\delta\) and \(g \in C^\beta_\delta\) are continuous functions, then \(B(f, g)(z) = f(z)g(z)\).

2. For arbitrary \(f \in C^\alpha_\delta\) and \(g \in C^\beta_\delta\), one has the bound
\[
||B(f,g)||_{C^{\alpha + \beta}_\delta} \lesssim ||f||_{C^\alpha_\delta} ||g||_{C^\beta_\delta}.
\]

If \(\alpha + \beta \leq 0\), then no bilinear map satisfying these two properties exists.

We then have the following existence and uniqueness result.
Theorem 3.3.2 (Global existence and uniqueness for the two-dimensional Allen–Cahn SPDE). Assume \( \psi_0 \in \mathcal{C}_2^\kappa(\Lambda) \). For sufficiently small \( \kappa > 0 \), equation (3.3.3) with initial condition \( \psi_0 \) admits an almost surely unique global solution in \( \mathcal{C}_2^\kappa(\mathbb{R}_+ \times \Lambda) \) for any \( \alpha < 2 - \kappa \). Therefore, the solution of (3.3.1) with initial condition \( \rho_\delta \psi_0 \) converges almost surely, as \( \delta \downarrow 0 \), to a stochastic process \( (\psi_t)_{t \geq 0} \) such that \( \psi - 1 \in \mathcal{C}_2^\kappa(\mathbb{R}_+ \times \Lambda) \).

Sketch of Proof: We first prove a local existence result, in the spirit of Theorem 2.4.2. We know that \( \mathbf{1}, \mathbf{V}, \mathbf{W} \) belong to \( \mathcal{C}_2^{\kappa}(\alpha, \Lambda) \) for any \( \kappa > 0 \), while an analogue of the Schauder estimate in Theorem 2.3.9 shows that \( P\psi_0 \in \mathcal{C}_2^{-\kappa}([0, T] \times \Lambda) \). Using Theorem 3.3.1, we obtain for any \( \alpha, T > 0 \) the estimate

\[
\|1 + \psi - \psi^3 - 3\mathbf{W} - 3\mathbf{W}\|_{\mathcal{C}_2^{-\kappa}([0, T] \times \Lambda)} \leq \left( \|\psi\|_{\mathcal{C}_2^\kappa([0, T] \times \Lambda)} + M \right)^3
\]

for some constant \( M \). The Schauder estimate shows that the convolution of this quantity with \( P \) belongs to \( \mathcal{C}_2^{-\kappa}([0, T] \times \Lambda) \). This is not sufficient to obtain a contraction, since the norm does not become small for small \( T \). Such a \( T \)-dependence can, however, be obtained by sacrificing a bit of regularity. One can indeed show that, for any \( \sigma > 0 \),

\[
\|P \ast [1 + \psi - \psi^3 - 3\mathbf{W}]\|_{\mathcal{C}_2^{-\kappa-\sigma}([0, T] \times \Lambda)} \leq T^\sigma \left( \|\psi\|_{\mathcal{C}_2^\kappa([0, T] \times \Lambda)} + M \right)^3.
\]

Choosing \( \alpha = 2 - \kappa - \sigma \), we obtain that the right-hand side of (3.3.3) maps a ball into itself for sufficiently small \( T \). A similar argument shows that this map is a contraction in that ball for small \( T \), so that the existence of a local solution follows from Banach’s fixed-point theorem. Since \( \sigma \) was arbitrary, the fixed point has the claimed regularity.

Global existence then follows from showing non-explosion, by using an appropriate Lyapunov function and a Gronwall-type argument. See [DPD03, p. 1914] and [TW18b, Section 3.4], as well as [MW17b, Section 9] for an argument working when \( \Lambda \) is replaced by \( \mathbb{R}^2 \). □

Remark 3.3.3. This result appears with different variants of function spaces in the literature. The proof given in [DPD03] uses spaces mixing Besov spaces \( \mathcal{B}_{p,q}^s \) in the time variable and Besov spaces \( \mathcal{B}_{p,\infty}^s \) in the space variable. In [TW18b, Section 3], one finds a formulation with Hölder regularity in space and continuity in time. The formulation here follows [Hai14]. The result remains true for any polynomial nonlinearity of odd degree and negative leading-order coefficient.

3.4 Invariant measure

We now consider the stochastic Allen–Cahn equation written in the form

\[
\partial_t \phi(t,x) = \Delta \phi(t,x) + \phi(t,x) - :\phi(t,x)^3 + \sqrt{2}\epsilon \xi(t,x),
\]

where we have reintroduced the small parameter in front of the noise for later use. Here the Wick power is with respect to the constant \( \epsilon C_\delta = 2\epsilon C_\delta \) since the variance of the noise has been multiplied by \( 2\epsilon \).

By analogy with (2.5.6), a natural candidate for the invariant measure of (3.4.1) is

\[
\pi(d\phi) := \frac{1}{Z_0} e^{-\overline{V}(\phi)/\epsilon} p_{GFF}(d\phi), \quad \overline{V}(\phi) := \int_{\Lambda} \left[ \frac{1}{4} :\phi^4(x): - :\phi^2(x)^2: + \frac{1}{4} \right] dx,
\]

where \( p_{GFF} \) is the measure of the Gaussian free field with covariance \( \epsilon (-\Delta + 1)^{-1} \) (and the constant term \( 1/4 \) plays no role but will be convenient in computations). Note that the integral over \( \Lambda \) has finite expectation and variance by Proposition 3.2.14. However, this does not automatically imply that the partition function \( Z_0 \) is finite.
In the case of the \( \Phi^4 \) model (without the linear term \( \phi(t,x) \) in (3.4.1), cf. Remark 2.0.1), this problem is in fact an old problem in Quantum Field Theory, which has been solved by various methods. A particularly elegant approach has recently been developed by Barashkov and Gubinelli [BG18]. To adapt it to the nonconvex potential of the Allen–Cahn equation, we start by performing, in a similar way as in Section 2.7, cf. (2.7.3), the change of variables

\[
\phi(x) = \frac{1}{L} \phi_0 + \sqrt{\varepsilon} \phi_\perp(x),
\]

(3.4.2)

where \( \phi_\perp \) has zero mean. Using Lemma 3.2.10 to transform Wick powers, we obtain

\[
\frac{1}{\varepsilon} \nabla (\phi) = \frac{1}{\varepsilon} \left[ V_0(\phi_0) - \frac{1}{2} \phi_0^2 \right] + \frac{1}{2} \mathcal{G}_\perp(\phi_0, \phi_\perp) + R_\varepsilon(\phi_0, \phi_\perp),
\]

where

\[
V_0(\phi_0) = \frac{L^2}{4} \left( \frac{\phi_0^2}{L^2} - 1 \right)^2,
\]

\[
\mathcal{G}_\perp(\phi_0, \phi_\perp) = \left( \frac{3\phi_0^2}{L^2} - 2 \right) \int_{\Lambda} : \phi_\perp(x)^2 : \, dx,
\]

\[
R_\varepsilon(\phi_0, \phi_\perp) = \frac{\sqrt{\varepsilon}}{L} \phi_0 \int_{\Lambda} : \phi_\perp(x)^3 : \, dx + \frac{\varepsilon}{4} \int_{\Lambda} : \phi_\perp(x)^4 : \, dx.
\]

(3.4.3)

This yields the expression

\[
\mathcal{Z}_0 = \mathbb{E}^{\mu_{\text{GFF}, \perp}}[e^{-V/\varepsilon}] = \frac{1}{\sqrt{2\pi\varepsilon}} \int_{-\infty}^{\infty} e^{-V_0(\phi_0)/\varepsilon} \mathbb{E}^{\mathcal{G}_\perp/\varepsilon} \left[ e^{-\mathcal{G}_\perp(\phi_0)/2 - R_\varepsilon(\phi_0, \cdot)} \right] d\phi_0
\]

(3.4.4)

for the partition function, where \( \mu_{\text{GFF}, \perp} \) has covariance \( (-\Delta_\perp + 1)^{-1} \).

Our aim is now to bound the expectation in (3.4.4). One way of doing this, which was used in [BDGW17], is based on the so-called Nelson estimate, a refinement of Proposition 3.2.14. We outline here instead the approach used in [BG18], which relies on the Boué–Dupuis formula. The idea is that if \( \mu_\perp(a) \) is a Gaussian measure with covariance \( (-\Delta_\perp + a)^{-1} \), it can be regularised in the following way. Let \( \rho : \mathbb{R}_+ \to \mathbb{R}_+ \) be a compactly supported smooth function such that \( \rho(0) = 0 \), and set, for each \( k \in \mathbb{Z}^2 \),

\[
v_k(t) := \frac{\sigma_k(t)}{\sqrt{\Lambda_k^2 + a}}, \quad \sigma_k(t)^2 := \frac{d}{dt} \rho \left( \frac{||k||}{t} \right).
\]

Then introduce the stochastic process

\[
Y_t(x) := \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \int_0^t v_k(u) \, dW_s^{(k)} e_k(x),
\]

where the \( W_t^{(k)} \) are independent Wiener processes. Using Itô’s isometry, we obtain

\[
\mathbb{E}[\langle Y_t, \varphi \rangle \langle Y_s, \psi \rangle] = \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \int_0^{t \wedge s} v_k(u)^2 \, du \, \overline{\varphi_k} \psi_k = \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \rho \left( \frac{||k||}{t \wedge s} \right) \overline{\varphi_k} \psi_k
\]

for any test functions \( \varphi \) and \( \psi \) with Fourier coefficients \( \hat{\varphi}_k \) and \( \hat{\psi}_k \). In particular,

\[
\lim_{t \to \infty} \mathbb{E}[\langle Y_t, \varphi \rangle \langle Y_t, \psi \rangle] = \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \frac{1}{\Lambda_k^2 + a} \, \overline{\varphi_k} \psi_k = \langle \varphi, (-\Delta_\perp + a)^{-1} \psi \rangle.
\]

Then the Boué–Dupuis variational formula, whose proof relies on the Girsanov transformation [BG18, Section 2], reads as follows.
Theorem 3.4.1 (Boué–Dupuis formula, [BD98]). For any $T > 0$ and functional $\mathcal{V}$, we have

$$- \log \mathbb{E}[e^{-\mathcal{V}(Y_T)}] = \inf_{u \in \mathbb{H}} \mathbb{E} \left[ \mathcal{V}(Y_T + Z_T(u)) + \left| \Lambda \right| \frac{T}{2} \int_0^T \|u(t)\|^2 dt \right], \quad (3.4.5)$$

where

$$Z_T(u, x) := \sum_{k \in \mathbb{Z}^2 \setminus \{0\}} \int_0^T u_k(t) dt e_k(x)$$

and $\mathbb{H}$ is the space of progressively measurable processes which are almost surely in $L^2(\mathbb{R}_+ \times \Lambda)$.

Note that here the parameter $T$ does not represent time, but a continuous regularisation parameter such that in the limit $T \to \infty$, one recovers the expectation under the Gaussian measure $\mu_{GFF, \perp}$. This leads to the following estimate, which extends Proposition 2.7.5 to the two-dimensional case (the bounds’ $\epsilon$-dependence can be improved, cf. Proposition 3.6.3).

Proposition 3.4.2. Assume that $L < 2\pi$. Then there exists a constant $c$ such that

$$1 \leq \mathbb{E}^{\mu_{GFF, \perp}}[e^{-\mathcal{V}(\phi_0)/2 - R_0(\phi_0)}] \leq e^{c\phi_0^4}.$$  

As a consequence, the partition function $\mathcal{Z}_0$ is bounded.

Sketch of proof: The upper bound follows from Jensen’s inequality and the fact that Wick powers are centred. For the lower bound, we first perform a shift to the Gaussian measure $\mu_{\perp}$ of covariance $(-\Lambda_{\perp} - 1)^{-1}$ (which is allowed since the eigenvalues of $-\Lambda_{\perp}$ are greater than 1 for $L < 2\pi$). One obtains

$$\mathbb{E}^{\mu_{GFF, \perp}}[e^{-\mathcal{V}(\phi_0)/2 - R_0(\phi_0)}] = K \mathbb{E}^{\mu_{\perp}}[e^{-\mathcal{V}(\phi_0)}],$$

where

$$\mathcal{V}(\phi_0, \phi_{\perp}) := R_\epsilon(\phi_0, \phi_{\perp}) + \frac{3\phi_0^2}{2L^2} \int_{\Lambda} :\phi_{\perp}(x)^2: dx,$$

and $K$ is a constant. This is actually a nontrivial point, to which we will come back in Section 3.6, see Lemma 3.6.1. Expanding the Wick powers of $Y_T + Z_T(u)$ with the help of Proposition 3.2.14, and inserting this in (3.4.5), we get

$$- \log \mathbb{E}[e^{-\mathcal{V}(\phi_0)}] = \inf_{u \in \mathbb{H}} \mathbb{E} \left[ \Psi_T(u) + \Phi_T(u) \right],$$

where, since all Wick powers of $Y_T$ have zero expectation,

$$\Psi_T(u) = \frac{\epsilon}{4} \int_{\Lambda} Z^4_T(u) dx + \frac{3\phi_0^2}{2L^2} \int_{\Lambda} Z^2_T(u) dx + \left| \Lambda \right| \frac{T}{2} \int_0^T \|u(t)\|^2 dt,$$

$$\Phi_T(u) = \epsilon \int_{\Lambda} :Y^3_T Z_T(u) dx + \frac{3}{2} \epsilon \int_{\Lambda} :Y^2_T Z^2_T(u) dx + \epsilon \int_{\Lambda} Y_T Z^3_T(u) dx + \frac{\sqrt{\epsilon}}{L} \phi_0 \left[ 3 \int_{\Lambda} :Y^2_T Z_T(u) dx + 3 \int_{\Lambda} Y_T Z^2_T(u) dx + \int_{\Lambda} Z^3_T(u) dx \right] + \frac{3\phi_0^2}{2L^2} \int_{\Lambda} Y_T Z_T(u) dx.$$

Here one has to show that for each choice of $u \in \mathbb{H}$, the positive term $\Psi_T(u)$ dominates $\Phi_T(u)$ uniformly in $T$ up to a remainder of order $\phi_0^4$. This is a purely deterministic argument, which is based on functional inequalities, cf. [BG18, Section 3]. The claim on $\mathcal{Z}_0$ then follows from Laplace asymptotics on (3.4.4). □
The existence of the Gibbs measure \( \pi \) being established, it is natural to ask whether \( \pi \) is indeed invariant under the dynamics of the Allen–Cahn equation (3.4.1), whether it is the unique invariant measure, and what are its ergodic properties. This task is not straightforward at all, since even the fact that solutions of (3.4.1) enjoy the Markov property is not automatic, but has to be proved first. All these properties have in fact been established recently. We summarise them in the following theorem, which incorporates results from [RZZ17b, TW18b, RZZ17a, HM18].

**Theorem 3.4.3** (Ergodic properties of the two-dimensional Allen–Cahn equation). The solution of (3.4.1) defines a Markov process \((\phi_t)_{t \geq 0}\) with transition semi-group \((P_t)_{t \geq 0}\) with respect to the filtration \((\mathcal{F}_t)_{t \geq 0}\) generated by all random variables \((\xi, \phi)\) obtained by testing space-time white noise against functions \(\phi\) supported on \([0,t] \times \Lambda\). The semigroup \((P_t)_{t \geq 0}\) satisfies the strong Feller property, that is, it maps bounded measurable functions to continuous functions for every \(t > 0\). The Gibbs measure \(\pi(d\phi)\) is the unique invariant measure of the dynamics, and is reversible. Finally, the dynamics is exponentially mixing, in the sense that there exist constants \(C, \beta > 0\) such that

\[
\|P_t(\phi_0) - \pi\|_{TV} \leq Ce^{-\beta t}\|\delta \phi_0 - \pi\|_{TV}
\]

holds for all \(\phi_0 \in C_{\acute{e}c}^\infty(\Lambda)\) and all \(t > 0\), where \(\|\cdot\|_{TV}\) denotes the total variation distance.

### 3.5 Large deviations

Consider the Allen–Cahn equation on the torus \(\Lambda\) with weak mollified space-time white noise

\[
\partial_t \phi(t,x) = \Delta \phi(t,x) + \phi(t,x) - \left(\phi(t,x)^3 - 3\varepsilon \overline{C}_\delta \phi(t,x)\right) + \sqrt{2\varepsilon} \xi_\delta(t,x),
\]

where \(\overline{C}_\delta = 2C_\delta\). Note that we have now two small parameter \(\delta\) and \(\varepsilon\), and that the counterterm \(3\varepsilon \overline{C}_\delta \phi\) has been scaled accordingly (recall from (3.2.13) that \(\overline{C}_\delta\) diverges logarithmically). For fixed \(\varepsilon > 0\), we know that this equation admits a well-defined limit as \(\delta \searrow 0\). When \(\delta, \varepsilon > 0\), (3.5.1) is a well-posed PDE for any realisation of the noise. In [HW15], Hairer and Weber have established the following large-deviation principle.

**Theorem 3.5.1** (Large-deviation principle for the renormalised equation). Let \(\phi_{\delta,\varepsilon}\) denote the solution of (3.5.1), and let \(\varepsilon \mapsto \delta(\varepsilon) \geq 0\) be a function such that

\[
\lim_{\varepsilon \to 0} \delta(\varepsilon) = 0. \tag{3.5.2}
\]

Then the family \((\phi_{\delta(\varepsilon),\varepsilon})_{\varepsilon > 0}\) with fixed initial condition \(\phi_0\) satisfies an LDP on \([0,T]\) with good rate function

\[
\mathcal{I}_{[0,T]}(\gamma) := \begin{cases} 
\frac{1}{2} \int_0^T \int_{\Lambda} \left[ \frac{\partial}{\partial t} \gamma(t,x) - \Delta \gamma(t,x) - \gamma(t,x)^3 + \gamma(t,x) \right] dx dt & \text{if the integral is finite}, \\
\infty & \text{otherwise}.
\end{cases}
\]

The remarkable thing about this result is that the counterterm \(3\varepsilon \overline{C}_\delta \phi\) does not appear in the rate function, which suggests that the Wick power consisting of cubic term and counterterm is the object that should really be considered physically relevant.

On the other hand, for \(\delta > 0\), we may also consider the variant of (3.5.1) without counterterm

\[
\partial_t \phi(t,x) = \Delta \phi(t,x) + C \phi(t,x) - \phi(t,x)^3 + \sqrt{2\varepsilon} \xi_\delta(t,x), \tag{3.5.4}
\]
3.6. Metastability

which does not admit a limit as $\delta \searrow 0$. Here, one can also obtain a large-deviation result, which reads as follows.

**Theorem 3.5.2** (Large-deviation principle for equation without renormalisation). Let $\tilde{\phi}_{\delta,\varepsilon}$ denote the solution of (3.5.4), and let $\varepsilon \mapsto \delta(\varepsilon) \geq 0$ be a function satisfying (3.5.2) as well as

$$\lim_{\varepsilon \to 0} \varepsilon \log (\delta(\varepsilon)^{-1}) = \lambda \in [0, \infty).$$

Then the family $(\tilde{\phi}_{\delta(\varepsilon),\varepsilon})_{\varepsilon > 0}$ with fixed initial condition $\phi_0$ satisfies an LDP on $[0, T]$ with good rate function

$$\mathcal{I}_{[0, T]}(\gamma) = \begin{cases} \frac{1}{2} \int_0^T \int_\Lambda \left[ \frac{d}{dt} \gamma(t,x) - \Delta \gamma(t,x) + C^{(\lambda)}(\gamma(t,x) + \gamma(t,x)^3) \right]^2 dx dt & \text{if the integral is finite,} \\ +\infty & \text{otherwise,} \end{cases}$$

where $C^{(\lambda)} = C - 3\lambda^2/(4\pi)$.

Note that by the asymptotics (3.2.13) of $C_0$, the results of both theorems indeed overlap if $C$ is such that $C_0 = 0$.

### 3.6 Metastability

We consider now the long-time dynamics of the renormalised equation (3.5.1) for small positive $\varepsilon$, again for simplicity in the case $L < 2\pi$, when the only stationary solutions of the deterministic equation have constant value 0 or $\pm 1$. As before, we denote these stationary solutions $\phi_0^*$ and $\phi_\pm^*$. Note that at first glance, one might think that the stable stationary solutions of (3.5.1) are located in $\pm [1 + 3\varepsilon C_0]^{1/2}$ instead of $\pm 1$. However, the large-deviation estimate (3.5.3) suggests otherwise, and we shall see that indeed the system behaves in some sense as if the counterterm were absent.

As in the one-dimensional case, we have no good control on the $\varepsilon$-dependence of the constant $\beta$ controlling the speed of convergence in the exponential mixing result (3.4.6). A natural approach to characterise this speed is thus to establish asymptotic results on the expected transition time $\tau_+$ from $\phi_0^*$ to $\phi_+^*$. The LDP given in Theorem 3.5.1 can be used to show that, just as in the one-dimensional case, this time satisfies the Arrhenius law

$$\lim_{\varepsilon \to 0} \varepsilon \log \mathbb{E}^{\phi_0^*}[\tau_+] = H,$$

where for $L < 2\pi$, one has $H = L^2/4$. Note that the fact that the rate function (3.5.3) does not depend on $C_0$ is crucial here.

The next step is to derive Eyring–Kramers asymptotics for $\mathbb{E}^{\phi_0^*}[\tau_+]$. One may indeed wonder whether there exists an analogue to Theorem 2.7.7 on the one-dimensional Allen–Cahn equation. Here, however, we note that the Fredholm determinant

$$\det((-\Delta + 2)(-\Delta - 1)^{-1}) = \det((I + 3(-\Delta - 1)^{-1}.$$}

that would appear in the prefactor is not well-defined, since $(-\Delta - 1)^{-1}$ is not trace class in two dimensions. But one should not forget that the Eyring–Kramers formula also involves a potential difference. If the potential $V$ is defined by

$$V(\phi) = \int_\Lambda \left[ \frac{1}{2} ||\nabla \phi(x)||^2 + \frac{1}{4} \phi(x)^4 + \frac{1}{4} \phi(x)^2 : + \frac{1}{4} \right] dx,$$

(3.6.1)
one can check that
\[ V(\phi_0^*) - V(\phi_0^*) = \frac{L^2}{4} + \frac{3}{2} L^2 \varepsilon C_\delta. \]

It turns out that the extra term in \( C_\delta \) exactly compensates the divergence of the Fredholm determinant, replacing it by a so-called Carleman–Fredholm (renormalised) determinant.

To see this, we will work with the spectral Galerkin approximation of the SPDE given by
\[ \partial_t \phi_N(t, x) = \Delta \phi_N(t, x) + \phi_N(t, x) - \Pi_N \phi_N(t, x)^3 + 3 \varepsilon C_N \phi_N(t, x) + \sqrt{2 \varepsilon} \Pi_N \xi(t, x), \] (3.6.2)

where \( \Pi_N \) is the projection on Fourier modes with wave vector \( k \) satisfying \(|k| = |k_1| + |k_2| \leq N\). As before, we denote by \( \mathcal{S}_N \) the set of these \( k \). In order to keep track of the choice of the order-one part of the renormalisation constant, which is in principle arbitrary, it will be convenient to choose \( C_N \) such that
\[ L^2 C_N = \text{Tr}([-\Delta_N - 1]^{-1}) + \theta = \sum_{k \in \mathcal{S}_N} \frac{1}{|\lambda_k - 1|} + \theta = \frac{L^2 \log N}{2} + O(1), \] (3.6.3)

where \( \theta \in \mathbb{R} \) is a free parameter. The renormalised potential is then given by (3.6.1) where Wick powers are with respect to \( \varepsilon C_N \). Using the decomposition (3.4.2) of \( \phi \) into its mean and oscillatory parts, we obtain
\[ \frac{1}{\varepsilon} V(\phi) = \frac{1}{\varepsilon} V_0(\phi_0) + \frac{1}{2} \langle \phi_+, Q_+(\phi_0) \phi_+ \rangle + \frac{1}{2} (1 - m^2(\phi_0)) L^2 C_N + R_\varepsilon(\phi_0, \phi_+) \]

where \( V_0 \) and \( R_\varepsilon \) are as in (3.4.3), \( Q_+(\phi_0) = -\Delta_+ - 1 + m^2(\phi_0) \) and \( m^2(\phi_0) = 3 \varepsilon C_0^2 / L^2 \). Note that compared to the one-dimensional case, cf. (2.7.4), there is an additional term proportional to \( C_N \), which is due to our using Wick powers in the potential.

The key observation here is the following explicit expression for a change of mass in a Gaussian measure.

**Lemma 3.6.1.** For \( a > 0 \), let \( \mu(a) \) be the Gaussian measure with covariance \((-\Delta_N + a)^{-1}\). Then for any \( \mu(a) \)-integrable random variable \( F(\phi_N) \) and any \( b > 0 \), one has
\[ \mathbb{E}^{\mu(a)}[F(\phi_N)] = \sqrt{\mathcal{D}_N(a - b; b)} \mathbb{E}^{\mu(b)}\left[ \exp\left( -\frac{a - b}{2} \int_{\Lambda} :\phi_N(x)^2: dx \right) F(\phi_N) \right], \]

where the Wick power is with respect to \( \text{Tr}(-\Delta + b)^{-1}/L^2 \), and for any \( b \notin \text{spec}(\Delta_N) \), we define
\[ \mathcal{D}_N(c; b) = \det_2\left( \mathbb{I} + c(-\Delta_N + b)^{-1} \right) := \det\left( \mathbb{I} + c(-\Delta_N + b)^{-1} \right) e^{-c \text{Tr}(-\Delta_N + b)^{-1}}. \] (3.6.4)

The modified determinant \( \det_2(\mathbb{I} + \mathcal{L}) = \det(\mathbb{I} + \mathcal{L}) e^{-\text{Tr} \mathcal{L}} \) of a linear operator \( \mathcal{L} \), as appearing in (3.6.4), is called its Carleman–Fredholm determinant, and is convergent whenever \( \mathcal{L} \) is Hilbert–Schmidt, meaning that only \( \mathcal{L}^\top \mathcal{L} \) needs to be trace class, see [Sim05, Chapter 5].

**Exercise 3.6.2.** Use a Fourier basis \( \{ e_k \}_{k \in \mathcal{S}_N} \) in order to
- show that there is a constant \( M \) uniform in \( N \), \( b \) and \( c \) such that \( e^{-M c^2/b^2} \leq \mathcal{D}_N(c; b) \leq e^{M c^2/b^2} \);
- show that \( \mathcal{D}_N(a - b; b)^{-1} = \mathcal{D}_N(b - a; a) \exp\{ (a - b)^2 \text{Tr}([-\Delta + a]^{-1}(-\Delta + b)^{-1}) \}; \)
- prove Lemma 3.6.1, using Parseval’s identity. 

As in the one-dimensional case, the Galerkin approximation (3.6.2) is equivalent to a finite-dimensional Itô SDE
\[ d\phi_t = -\nabla V_N(\phi_t) dt + \sqrt{2 \varepsilon} dW_t, \]
with a potential \( \hat{V}_N \) depending now explicitly on \( C_N \). We can thus apply as before the potential-theoretic approach. To be able to apply the symmetry argument of Lemma 1.5.12, we choose again symmetric sets

\[
A = -B = \{ y : |\phi_0 + L| \leq \delta, \phi_\perp \in D_\perp \},
\]

with \( D_\perp \) containing this time a ball of radius \( \sqrt{\log(\varepsilon^{-1})} \) in \( H^s(\Lambda) \) for some \( s < 0 \). Then we have the following result [BDGW17].

**Proposition 3.6.3.** The partition function and capacity satisfy

\[
\mathcal{Z}_N = \frac{2\pi}{2 \text{cap}(A, B)} \frac{\varepsilon^{-30/2}}{[\mu_0] \sqrt{|D_N(3; -1)|}} e^{V_0(0)/\varepsilon} [1 + O(\varepsilon)],
\]

where \( \nu_0 = 2, \mu_0 = -1 \), and the error term is uniform in the cut-off \( N \).

**Sketch of proof:** We write \( \mathcal{Z}_N = \mathcal{Z}_N(\nu_0) \), and define \( D_N^\perp(c; b) \) as in (3.6.4), with \( \Delta_N \) replaced by \( \Delta_{\perp N} \). Interpreting as before the integral over \( \phi_\perp \) as an expectation under the Gaussian measure \( \mu_\perp(-1 + m^2(\phi_0)) \), which is well-defined since the smallest eigenvalue of \( \Delta_{\perp N} \) is \( (2\pi/L)^2 \), we find for the partition function

\[
\mathcal{Z}_N = \int_{E_N} e^{-V(\phi)/\varepsilon} d\phi = \int_{-\infty}^{\infty} e^{-V_0(\phi_0)/\varepsilon} \prod_{k \in \mathcal{F}_N} \sqrt{\frac{2\pi\varepsilon}{\lambda_k - 1 + m^2(\phi_0)}} e^{(1-m^2(\phi_0))(L^2 C_N/2)} \mathbb{E}^{\mu_\perp(-1 + m^2(\phi_0))} [e^{\varepsilon\nu} \varepsilon \theta] d\phi_0
\]

Proceeding as in Proposition 2.7.5, one can show that \( \mathbb{E}^{\mu_\perp(-1 + m^2(\phi_0))} [e^{-\nu R}] = 1 + O(\varepsilon e^{\phi_0}) \). As in that proposition, the argument actually requires Gaussian changes of mass, using here Lemma 3.6.1, to obtain the required estimate, cf. [BDGW17, Proposition 5.7]. When performing the integral over \( \phi_0 \), we note that \( -V_0(\phi_0) \) is maximal at \( \phi_0 = \pm L^2 \), where \( m^2(\phi_0) = 3 \), so that by Laplace asymptotics we obtain

\[
\mathcal{Z}_N = 2 \mathcal{Z}_N = 2 \left( \frac{2\pi \varepsilon e^{L^2 C_N - 3(\mu_0 - 1 + \theta)}}{\nu_0 D_N^\perp(3; -1)} \right) \prod_{k \in \mathcal{F}_N} \sqrt{\frac{2\pi\varepsilon}{\lambda_k - 1}} [1 + O(\varepsilon)].
\]

For the capacity, using the Dirichlet and Thomson principles, we find in a similar way

\[
\text{cap}(A, B) = \frac{\varepsilon}{c_0} \prod_{k \in \mathcal{F}_N} \sqrt{\frac{2\pi\varepsilon}{\lambda_k - 1}} \int_{-a}^{a} e^{V_0(\phi_0)/\varepsilon} \sqrt{\frac{e^{L^2 C_N} e^{-m^2(\phi_0)(\mu_0 - 1 + \theta)}}{D_N^\perp(m^2(\phi_0); -1)}} \mathbb{E}^{\mu_\perp(-1 + m^2(\phi_0))} [e^{-R}] d\phi_0,
\]

where \( c_0 \) is as in (2.7.6). This time, the integral over \( \phi_0 \) is dominated by \( \phi_0 \) near 0, where \( m^2 = 0 \), and the result is

\[
\text{cap}(A, B) = \frac{\varepsilon}{c_0} \sqrt{\frac{e^{L^2 C_N}}{D_N^\perp(0; -1)}} \prod_{k \in \mathcal{F}_N} \sqrt{\frac{2\pi\varepsilon}{\lambda_k - 1}} [1 + O(\varepsilon)].
\]

The result follows, using the facts that \( c_0 = \sqrt{2\pi \varepsilon |\mu_0|^2} e^{V_0(0)/\varepsilon} [1 + O(\varepsilon)] \), that \( D_N^\perp(0; -1) = 1 \), and that \( \nu_0 \mu_0^{-1} D_N^\perp(3; -1) = e^{-3|\mu_0|^2} |D_N(3; -1)| \).
To turn Proposition 3.6.3 into a limiting result, one needs to perform some post-processing, as discussed in the proof of Theorem 2.7.7. Namely, one has to show that the expected transition times of the spectral Galerkin approximation converge to the one of the limiting system, and derive a coupling result to get rid of the equilibrium distribution on \( \partial A \). This has been achieved in [TW18a], with the following result.

**Theorem 3.6.4** (Eyring-Kramers law for the two-dimensional Allen–Cahn SPDE). Assume that \( L < 2\pi \) and \( A \) and \( B \) are as in (3.6.5). Then, for the choice (3.6.3) of regularisation \( C_N \), one has

\[
\lim_{N \to \infty} \mathbb{E}^{\phi_\ast} [\tau_B] = \frac{2\pi}{|\mu_0|} \frac{e^{-3\theta/2} e^{L/(4\epsilon)}}{\sqrt{|\det_2[1 + 3(-\Delta - 1)^{-1}]|}} \left[ 1 + O(\epsilon) \right],
\]

where the determinant is to be interpreted as the Carleman–Fredholm determinant (3.6.4).

### 3.7 Bibliographical notes

Besides the system of coupled diffusions, the Allen–Cahn SPDE also describes particular scaling limits of Ising–Kac models, in which each spin interacts with a large number of other spins [MW17a].

Background on Wick calculus can be found in [Nua06, Chapter 1]. The graphical notation for Wick powers has been introduced in [Hai14], and we adopted the version used in [CW17] for their regularisation.

Construction of solutions to stochastic quantisation equations was investigated in [AR91], using the theory of Dirichlet forms. Existence and uniqueness of strong solutions to stochastic quantisation equations on the two-dimensional torus, as well as the absence of explosion, was first proved in [DPD03]. The result was extended to the whole plane in [MW17b].

Connections between the Gibbs measure and the stochastic quantisation equation were investigated in [JLM85]. The idea to use the Boué–Dupuis formula to bound the partition function was introduced in [BG18]. The fact that solutions to stochastic quantisation equations satisfy the Markov property and are reversible with respect to the Gibbs measure was proved in [RZZ17b] using Dirichlet forms, while uniqueness of the Gibbs measure and convergence to it were obtained in [RZZ17a]. The strong Feller property, as well as the Markov property and exponential mixing were proved in [TW18b] using a dissipative bound, while the strong Feller property was also proved (for more general equations) in [HM18], using the theory of regularity structures.

The large-deviation results are from [HW15]. The uniform-in-\( N \) Eyring–Kramers asymptotics on expected transition times were obtained in [BDGW17], and extended to a full proof of the Eyring–Kramers formula in [TW18a].
Chapter 4

Allen–Cahn SPDE in three space dimensions

We finally turn to the analysis of the three-dimensional Allen–Cahn equation, whose non-renormalised version is formally written as

$$\partial_t \phi(t,x) = \Delta \phi(t,x) + \phi(t,x) - \phi(t,x)^3 + \sqrt{2\varepsilon} \xi(t,x),$$

where $x$ now belongs to the torus $\Lambda = (\mathbb{R}/(L\mathbb{Z}))^3$. The deterministic PDE obtained for $\varepsilon = 0$ is again well-defined. However, we will see that the stochastic PDE remains ill-posed even when the nonlinear term $\phi(t,x)^3$ is replaced by its Wick power $:\phi(t,x)^3:$. This is a consequence of space-time white noise being even more singular in three than in two space dimensions.

There exist by now several methods to make sense of the singular equation (4.0.1) after proper renormalisation, namely regularity structures [Hai14], paracontrolled calculus [GIP15, CC18] and a Wilsonian renormalisation group approach [Kup16]. In this chapter, we will describe the approach based on regularity structures. First, however, we need to understand the reason for the ill-posedness in more detail.

4.1 Failure of the previous approaches

The definition of space-time white noise $\xi$ in one time and three space dimensions proceeds as before, with some straightforward adjustments. In particular, $\xi$ has now the scaling behaviour

$$\xi_{r,\lambda} \overset{\text{law}}{=} \frac{1}{\sqrt{r\lambda^3}} \xi.$$

With the parabolic norm

$$\|(t,x) - (s,y)\|_s = |t - s|^{1/2} + \sum_{i=1}^3 |x_i - y_i|,$$

and the scaling operator

$$(\mathcal{S}_t^\lambda \varphi)(s,y) := \frac{1}{\lambda^3} \varphi\left(\frac{s-t}{\lambda^2}, \frac{y-x}{\lambda}\right),$$

Theorem 2.2.8 becomes

$$\xi \in C^{-5/2-\kappa}_{\delta}$$

for any $\kappa > 0$. (4.1.1)
The Schauder estimate stated in Theorem 2.3.9 remains true, showing that the stochastic convolution $P \ast \xi$ now belongs to $C^a_\alpha$ for $a < -\frac{1}{2}$ only. It is thus much more singular than in dimension two, where it was very close to being a function.

In analogy with what we did in dimension two, it seems natural to consider the regularised equation (for $2\varepsilon = 1$)

$$
\partial_t \phi_\delta(t,x) = \Delta \phi_\delta(t,x) + \phi_\delta(t,x) \ast \phi_\delta(t,x)^3 - C_\delta + \xi_\delta(t,x),
$$

(4.1.2)

where $\xi_\delta$ denotes a mollified noise defined by

$$
\xi_\delta(t,x) = (\rho_\delta \ast \xi)(t,x), \quad \rho_\delta(t,x) = \frac{1}{\delta^5} \rho\left(\frac{t}{\delta^2}, \frac{x}{\delta}\right)
$$

for a compactly supported smooth function $\rho : \mathbb{R} \times \Lambda \to \mathbb{R}$ of integral 1. The renormalisation constant $C_\delta$ defining the Wick power in (4.1.2) is given as in two dimensions by

$$
C_\delta := \int_{-\infty}^{\infty} P_\delta(t,x)^2 \, dx \, dt,
$$

where $P_\delta = P \ast \rho_\delta$, except that $P$ is now the three-dimensional heat kernel

$$
P(t,x) := \sum_{k \in \mathbb{Z}^3} P_{\mathbb{R}^3}(t,x - kL), \quad P_{\mathbb{R}^3}(t,x) := \frac{1}{(4\pi t)^{3/2}} e^{-\|x\|^2/(4t)} 1_{\{t>0\}}.
$$

Exercise 4.1.1. Use the fact that the Green function of the three-dimensional Laplacian is the periodicised version of

$$
G_{\mathbb{R}^3}(x) = -\frac{1}{4\pi\|x\|}
$$

to show that $C_\delta$ diverges like $\delta^{-1}$ as $\delta \to 0$. Hint: Recall Proposition 3.2.16.

Making the ansatz $\phi_\delta = 1_\delta + \psi_\delta$, where $1_\delta = P \ast \xi_\delta$, and taking the limit $\delta \to 0$, we obtain as in Section 3.3 the fixed-point equation

$$
\psi = P\psi_0 + P \ast [1 + \psi - \psi^3 - 31\psi^2 - 3\nabla_3 \psi - \Psi].
$$

(4.1.3)

The term with the worst regularity on the right-hand side should be

$$
P \ast \Psi =: \Psi.
$$

Here $\Psi$ belongs to $C^a_\alpha$ for any $a < -\frac{3}{2}$, so that the Schauder estimate shows that $\Psi$ has Hölder regularity almost $\frac{1}{2}$, and the same is expected to hold for $\psi$. This is a problem, however, for the definition of the product $\nabla_3 \psi$. Indeed, since $\nabla_3$ has regularity almost $-1$, Theorem 3.3.1 implies that this product is ill-defined!

One may think of circumventing this problem by making a second change of variables

$$
\psi = -\Psi + \eta,
$$

in the hope that $\eta$ will be more regular than $\psi$. This turns the fixed-point equation into

$$
\eta = P\eta_0 + P \ast [1 - \Psi + \eta - \eta^3 + 3\eta^2 (\Psi - 1) - 3\eta(\nabla + 2\Psi + \Psi^2) + \Psi^3 - 3\Psi^2 + 3\nabla_3 \Psi].
$$

(4.1.4)

The problem now is that the product $\nabla_3 \Psi$ is not well-defined, since the regularity of the two factors is slightly less than $-1$ and $\frac{1}{2}$ respectively. This is a first indication that a second renormalisation constant will be needed. It further suggests that one has to rethink the way solutions are represented as linear combinations of iterated stochastic integrals.
4.2 Perturbation theory for the Gibbs measure

One way to understand the need for a further renormalisation constant is to consider, as in Section 3.6, the Wick-renormalised potential

$$V(\phi) := \int_A \left[ \frac{1}{2} \| \nabla \phi(x) \|^2 + \frac{1}{4} \phi(x)^4 - \frac{1}{2} \phi(x)^2 + \frac{1}{4} \right] dx,$$

where we use a spectral Galerkin approximation of order $N$ for $\phi$, and Wick powers are with respect to $\varepsilon C_N$. Here we choose

$$L^2 C_N = \text{Tr}((-\Delta_{\perp,N} - 1)^{-1}) = \sum_{k \in \mathcal{K}_N^*} \frac{1}{\lambda_k - 1} = O(N),$$

where, like before, $\lambda_k = (2\|k\|\pi/L)^2$ and $\mathcal{K}_N^* = \{k \in \mathbb{Z}^3 : 0 < |k| \leq N\}$ with $|k| = |k_1| + |k_2| + |k_3|$.

To lighten the notation, we assume from now on that $L = 1$. As we have seen, e.g., in the proof of Proposition 3.6.3, showing that the potential (4.2.1) is well-defined involves computing the expectation of $e^{-R_\varepsilon}$ under the Gaussian measure $\mu_\perp = \mu_\perp(\phi_0)$ having covariance $(-\Delta_{\perp,N} - 1 + 3\phi_0^2)^{-1}$, where

$$R_\varepsilon(\phi_0, \phi_\perp) := \sqrt{\varepsilon} \phi_0 \int_A :\phi_\perp(x)^3: dx + \frac{\varepsilon}{4} \int_A :\phi_\perp(x)^4: dx.$$

We will represent this graphically as

$$R_\varepsilon(\phi_0, \phi_\perp) = \sqrt{\varepsilon} \phi_0 \bigg\rangle + \frac{\varepsilon}{4} \bigg\langle \bigg\langle.$$

We can compute $\mathbb{E}^{\mu_\perp}[e^{-R_\varepsilon}]$ perturbatively in $\varepsilon$ by using the cumulant expansion

$$-\log \mathbb{E}^{\mu_\perp}[e^{-R_\varepsilon}] = \mathbb{E}^{\mu_\perp}[R_\varepsilon] + \frac{1}{2!} \left( \mathbb{E}^{\mu_\perp}[R_\varepsilon]^2 - \mathbb{E}^{\mu_\perp}[R_\varepsilon^2] \right)
+ \frac{1}{3!} \left( 2 \mathbb{E}^{\mu_\perp}[R_\varepsilon]^3 - 3 \mathbb{E}^{\mu_\perp}[R_\varepsilon] \mathbb{E}^{\mu_\perp}[R_\varepsilon^2] + \mathbb{E}^{\mu_\perp}[R_\varepsilon^3] \right)
+ \ldots$$

(4.2.2)

In order to compute these expectations, we recall (see (2.5.2)) that

$$\mathbb{E}^{\mu_\perp}[\phi_\perp(x)\phi_\perp(y)] = G_N(x - y),$$

where $G_N$ is the Green function of $\Delta_{\perp,N} - 1$. In a Fourier basis $\{e_k\}_{k \in \mathcal{K}_N^*}$, it is given by

$$G_N(x) := \sum_{k \in \mathcal{K}_N^*} \frac{1}{\lambda_k - 1} e_k(x)$$

(note that we recover the fact that $G_N(0) = C_N$).

Consider first the case $\phi_0 = 0$, when only the quartic term is present in $R_\varepsilon$. We know that the fourth Wick power has zero expectation, while according to Lemma 3.2.9, its variance is given by

$$\int_A \int_A \mathbb{E}^{\mu_\perp}[\phi_\perp(x)^4 : \phi_\perp(y)^4:] dx dy = 4! \int_A G_N(x)^4 dx$$

We are going to be slightly sloppy here, by ignoring the fact that the covariance of the Gaussian measure $\mu_\perp$ depends on $\phi_0$, which affects $G_N$ and $C_N$. However, this results only in negligible extra terms, essentially thanks to Lemma 3.6.1.
(we have used translation invariance of the Green function and the fact that $L = 1$). We denote this graphically (cf. (3.2.5)) by

$$\mathbb{E}^{\mu_{\perp}}\left[ \begin{array}{c} \text{ } \\ \end{array} \right] = 4! \begin{array}{c} \text{ } \\ \end{array} . \tag{4.2.3}$$

In a similar way, we find

$$\mathbb{E}^{\mu_{\perp}}\left[ \begin{array}{c} \text{ } \\ \end{array} \right] = \left(\begin{array}{c} 4 \\ 2 \end{array}\right) 2^3 \begin{array}{c} \text{ } \\ \end{array} , \tag{4.2.4}$$

where the combinatorial factor counts the number of pairings of the legs, and

$$\begin{array}{c} \text{ } \\ \end{array} := \int_{\Lambda} \int_{\Lambda} G_N(x)^2 G_N(y)^2 G_N(x-y)^2 \, dx \, dy . \tag{4.2.5}$$

The graphs occurring in (4.2.3) and (4.2.5) are special cases of Feynman diagrams, called \textit{vacuum diagrams}.

**Exercise 4.2.1.** Prove the bounds

$$\int_{\Lambda} G_N(x)^n \, dx \lesssim \begin{cases} 1 & \text{if } n = 2 , \\ \log N & \text{if } n = 3 , \\ N & \text{if } n = 4 , \end{cases}$$

$$\int_{\Lambda} \int_{\Lambda} G_N(x)^2 G_N(y)^2 G_N(x-y)^2 \, dx \, dy \lesssim \log(N).$$

**Hint:** One may use the Young-type inequality

$$\sum_{k_1,k_2 \in \mathbb{Z}^d \setminus \{0\}} \frac{1}{\|k_1\|^n \|k_2\|^m} \lesssim \frac{1}{\|k\|^{n+m-d}}$$

valid whenever $0 < n, m < d$ and $n + m > d$, see for instance [ZZ15a, Lemma 3.10].

**Remark 4.2.2.** Equivalent estimates hold for the Green function $G_\delta = G * \rho_\delta$ mollified on scale $\delta = 1/N$, where $\rho_\delta(x) = \delta^{-3} \rho(\delta^{-1} x)$. In particular, we have $G_\delta(x) = O(||x||^{-d})$, see for instance [Hai14, Lemma 10.17].

Inserting (4.2.3) and (4.2.4) in the cumulant expansion (4.2.2), we obtain the asymptotic expansion

$$-\log \mathbb{E}^{\mu_{\perp}}(0) [e^{-R_\varepsilon(0,\cdot)}] = -\frac{4!}{2!4^2} \varepsilon^2 \begin{array}{c} \text{ } \\ \end{array} + \frac{23}{3!4^3} \left(\begin{array}{c} 4 \\ 2 \end{array}\right) 3^3 \varepsilon^3 \begin{array}{c} \text{ } \\ \end{array} + O(\varepsilon^4) , \tag{4.2.6}$$

where the two vacuum diagrams diverge, respectively, like $N$ and like $\log N$. This suggests that for $\phi_0 = 0$, the potential (4.2.1) can be renormalised by subtracting two terms of respective order $\varepsilon^3 N$ and $\varepsilon^4 \log N$, called \textit{energy renormalisation} terms. Of course, at this point we can tell nothing about the $N$-dependence of the higher-order terms in $\varepsilon$.

If $\phi_0 \neq 0$, the variance of the third Wick power in $R_\varepsilon$ will add a new divergent term of order $\varepsilon^3 \phi_0^3 \log N$ to the cumulant expansion. This is a symptom of the fact that the Gibbs measures obtained for different values of $\phi_0$ are not absolutely continuous with respect to one another. We cannot merely subtract this $\phi_0$-dependent term from the potential, as this would not result
from a decomposition into mean and oscillating part. However, we can modify the potential (4.2.1) by adding a renormalisation term to the coefficient of the second Wick power, that is,

$$V(\phi) = \int_{\Lambda} \left[ \frac{1}{2} \| \nabla \phi(x) \|^2 + \frac{1}{4} \phi(x)^4 : - \frac{1}{2} \left(1 - \varepsilon \phi^2 \right) \phi(x)^2 : + \frac{1}{4} \right] dx.$$  

This procedure, called mass renormalisation, results in the expression

$$R_E(\phi_0, \phi_\perp) = \frac{1}{2} \varepsilon C_{(2)} N \phi_0^2 + \frac{1}{2} \varepsilon^2 C_{(2)} N - \frac{1}{2} \left(1 - \varepsilon \phi_0^2 \right) \phi_0^2 : + \frac{1}{4} \varepsilon N \phi_0^2 : + \frac{1}{4} \varepsilon \phi_0^4 : + O(\varepsilon^4),$$

In particular, we now find for the first two moments

$$\mathbb{E}[R_E] = \frac{1}{2} \varepsilon C_{(2)} N \phi_0^2 ,$$

$$\mathbb{E}[R_E^2] = \left( \frac{1}{2} \varepsilon C_{(2)} N \phi_0^2 \right)^2 + \varepsilon \phi_0^2 3! : + \frac{\varepsilon^2}{4!} 4! + O(\varepsilon^4),$$

where we have used the fact that terms with an odd number of legs have zero expectation (cf. Lemma 3.2.9). Substituting in the cumulant expansion (4.2.2), we obtain

$$-\log \mathbb{E}[e^{-R_E}] = \frac{1}{2} \varepsilon C_{(2)} N \phi_0^2 + \frac{1}{2!} \left( -\varepsilon \phi_0^2 3! : - \frac{\varepsilon^2}{4!} 4! \right) + O(\varepsilon^3).$$

We thus see that choosing

$$C_{(2)} N = 3! :$$

allows to kill the divergent term of order $\varepsilon$. Pushing the expansion one step further, one can show that the divergent part of the term of order $\varepsilon^3$ is the same as in (4.2.6).

What this purely formal computation suggests, is that by choosing the renormalised potential of the form

$$V(\phi) = \int_{\Lambda} \left[ \frac{1}{2} \| \nabla \phi(x) \|^2 + \frac{1}{4} \phi(x)^4 : \varepsilon C_{(2)} N \phi_0^2 : + \frac{\varepsilon^2}{4!} 4! \phi_0^2 : - \frac{\varepsilon^2}{4!} 4! \phi_0^4 : + \frac{1}{4} \varepsilon^3 C_{(3)} N - \frac{1}{4} \varepsilon^4 C_{(4)} N \right] dx ,$$

the limit $N \to \infty$ may be well-defined, provided we choose the counterterms

$$C_{(1)} N := = O(N),$$

$$C_{(2)} N := 3! : = O(\log N),$$

$$C_{(3)} N := \frac{4!}{214^2} = O(N),$$

$$C_{(4)} N := \frac{2^3}{3!4^3} \frac{4}{2} = O(\log N).$$

Of course, this perturbative computation up to order $\varepsilon^3$ does not imply that no other counterterms of higher order in $\varepsilon$ are needed. The fact that this is not the case is a highly nontrivial fact, which makes the static $\Phi^4_3$ model one of the important solved cases of (Euclidean) Quantum Field Theory. See Section 4.8 for some historical notes. A recent proof, which is relatively compact, of the well-posedness of the Gibbs measure is provided in [BG18].
4.3 Regularity structures: introduction

4.3.1 Hölder spaces revisited

One of the key ideas of the theory of regularity structures is to replace expansions as appearing in the fixed-point equation (4.1.3) by more general expansions, which separate the roles of the coefficients, such as $\psi(t,x)$, and of the singular distributions, such as $\mathcal{V}$. These objects can be viewed as a kind of generalised Taylor expansion.

Consider for simplicity the case of a function $f_0 \in C^{2+\alpha}(I)$, where $I \subset \mathbb{R}$ is an interval, and $\alpha \in (0,1)$. One way of defining $C^{2+\alpha}(I)$ is to require that $f_0$ is twice continuously differentiable, with a second derivative in $C^\alpha(I)$, cf. Exercise 2.3.8. An alternative definition, which is more in line with Definition 2.3.7, is to require the existence of a triple $(f_0,f_1,f_2)$ of functions from $I$ to $\mathbb{R}$ satisfying for all $x,y \in I$ the bounds on Taylor expansions

$$
|f_0(y)-f_0(x)-(y-x)f_1(x)-\frac{1}{2}(y-x)^2 f_2(x)| \leq C|x-y|^{2+\alpha},
$$

$$
|f_1(y)-f_1(x)-(y-x)f_2(x)| \leq C|x-y|^{1+\alpha},
$$

$$
|f_2(y)-f_2(x)| \leq C|x-y|^\alpha. \tag{4.3.1}
$$

Note that this definition, while it seems redundant, completely avoids the use of derivatives, though of course we necessarily have $f_1(x) = f_0'(x)$ and $f_2(x) = f_0''(x)$.

In the theory of regularity structures, one uses the abstract notation

$$
f(x) = f_0(x)(1 + f_1(x)X + \frac{1}{2}f_2(x)X^2), \tag{4.3.2}
$$

where the symbols $1$, $X$ and $X^2$ are basis vectors of a vector space $T$ of dimension 3, called a model space, and $f : I \to T$ is considered as a map from $I$ to $T$. We will denote the collection of basis vectors by $\mathcal{F} = \{1, X, X^2\}$.

In order to be able to evaluate the abstract object (4.3.2) at a particular point, we introduce the notion of model. This is given by a collection of maps $\{\Pi_\tau : x \in I, \tau \in \mathcal{F}\}$ defined for all $z \in I$ by

$$(\Pi_\tau 1)(z) := 1, \quad (\Pi_\tau X)(z) := z-x, \quad (\Pi_\tau X^2)(z) := (z-x)^2. \tag{4.3.3}
$$

In this way, we have

$$(\Pi_\tau f(x))(z) := f_0(x)(\Pi_\tau 1)(z) + f_1(x)(\Pi_\tau X)(z) + \frac{1}{2}f_2(x)(\Pi_\tau X^2)(z)
= f_0(x) + f_1(x)(z-x) + \frac{1}{2}f_2(x)(z-x)^2,
$$

which is the second-order Taylor expansion of $f$ at $x$. In particular, we can recover $f_0$ thanks to the diagonal identity

$$(\Pi_\tau f(x))(x) = f_0(x). \tag{4.3.4}
$$

However, $f$ contains more information than just the value of $f_0$ at any point $x$, since the higher-order terms of the Taylor expansion provide some description of how $f$ behaves in the vicinity of $x$.

**Remark 4.3.1.** An aspect of the theory that may be confusing at first is that it is possible to define the quantity $(\Pi_\tau f(y))(z)$ which depends on three different arguments. This is not really of interest in the case of polynomial models considered here, but will play a role later on. ☐

It will also be important to encode how the model $\Pi_\tau$ depends on the base point $x$. For this purpose, note that if we define a collection $\{\Gamma_{xy} : x, y \in I\}$ of linear maps from $T$ to $T$ by

$$
\Gamma_{xy} 1 := 1, \quad \Gamma_{xy} X := X + (x-y)1, \quad \Gamma_{xy} X^2 := [X + (x-y)1]^2 := X^2 + 2(x-y)X + (x-y)^2 1, \tag{4.3.5}
$$

then $\Pi_\tau(x)$ is considered as a map from $\mathcal{F}$ to $\mathcal{F}$.
then we have the relations
\begin{align*}
\Pi_y \tau &= \Pi_x \Gamma_y \tau \\
\Gamma_{xy} \Gamma_{xz} \tau &= \Gamma_{yz} \tau \\
\forall \tau \in \mathcal{F}, \forall x, y \in I, \quad \forall \tau \in \mathcal{F}, \forall x, y, z \in I.
\end{align*}
(4.3.6)

**Exercise 4.3.2.** Check that the relations (4.3.6) hold. What is the natural generalisation of (4.3.3) and (4.3.5) to general monomials $X^k$, $k \in \mathbb{N}_0$? Check the analogue of (4.3.6) for these general values of $k \in \mathbb{N}_0$ as well.

The interest of this framework is that by combining (4.3.2) and (4.3.5), we obtain
\begin{align*}
\phi(y) - \Gamma_{yx} f(x) &= [f_0(y) - f_0(x) - (y-x)f_1(x) - \frac{1}{2}(y-x)^2 f_2(x)] 1 \\
&+ [f_1(y) - f_1(x) - (y-x)f_2(x)] X \\
&+ \frac{1}{2}[f_2(y) - f_2(x)] X^2.
\end{align*}

In view of (4.3.1), we see that if $Q_k$ denotes the projection on the subspace of $T$ spanned by $X^k$, then we have
\begin{align*}
f \in \mathcal{C}^{2+\alpha} \quad \iff \quad |Q_k[f(y) - \Gamma_{yx} f(x)]| \leq |x-y|^{2+\alpha-k} \quad \forall k \in \{0,1,2\}.
\end{align*}
(4.3.7)

A central idea in the theory of regularity structures is that this characterisation of regularity can be extended to situations in which the monomials $X^k$ are complemented by more singular objects, such as the stochastic convolution $1$ and its powers.

### 4.3.2 Overview of the approach

Our primary aim will be to construct solutions for the regularised Allen–Cahn SPDE on $\mathbb{R}_+ \times \Lambda$ given by
\begin{align*}
\partial_t \phi_\delta(t,x) = \Delta \phi_\delta(t,x) + \phi_\delta(t,x)^3 + [3C^{(1)} - 9C^{(2)}(\delta)] \phi_\delta(t,x) + \xi_\delta(t,x),
\end{align*}
(4.3.8)

where the renormalisation constants $C^{(1)}_\delta = O(\delta^{-1})$ and $C^{(2)}_\delta = O(\log(\delta^{-1}))$ are analogues of the first two constants in (4.2.8), while $\xi_\delta = \rho_\delta \ast \xi$ is a mollified version of space-time white noise. Indeed, the right-hand side corresponds to the derivative of the renormalised potential (4.2.7), which does not see the constant terms.

The general idea of the method developed in [Hai14] can be described by the following commutative diagram:
\begin{align*}
\begin{array}{ccc}
(\phi_0, Z_\delta) & \xrightarrow{\mathcal{F}} & \Phi \\
\Psi \downarrow & & \downarrow \Phi \\
(\phi_0, \xi_\delta) & \xrightarrow{\mathcal{F}} & \phi_\delta
\end{array}
\end{align*}
(4.3.9)

The maps appearing in this diagram are as follows:
- The **classical solution map** $\mathcal{F}$ takes an initial condition $\phi_0$ and a realisation $\xi_\delta$ of mollified space–time white noise, and associates with them the solution $(\phi_\delta(t,x))_{t \geq 0}$ of the smooth PDE (4.3.8). This solution exists globally in time for any positive $\delta$ and almost every realisation of the noise, because the PDE is smooth with a confining nonlinearity.
- The lift $\Psi$ maps $\xi_\delta$ to a so-called **canonical model** $Z_\delta = (\Pi_\delta^0, \Gamma_\delta^0)$, which extends the collections of maps introduced in (4.3.3) and (4.3.5) to the stochastic convolution, its powers, and similar data. We will explain the construction of $Z_\delta$ in Section 4.5.1.
The solution map $S$ associates with the initial data and the model an element $\Phi$ of an abstract space $D^\gamma$ of so-called modelled distributions of regularity $\gamma$. This space can be thought of as an abstract analogue of the Hölder space $C_\alpha^s$ on the level of coefficients of Taylor series. We will describe it in Section 4.5.2. The element $\Phi \in D^\gamma$ is obtained as the fixed point of a contracting map on $D^\gamma$.

The reconstruction operator $R$ takes a modelled distribution $\Phi \in D^\gamma$ and maps it to a distribution in a Hölder space $C_\alpha^s$. We will describe it in Section 4.5.3.

The point of the whole procedure is that we have the relation

$$S = R \circ S \circ \Psi,$$

meaning that the fixed-point problems defining the classical solution $\phi_\delta$ and the modelled distribution $\Phi$ are equivalent for any $\delta > 0$. In addition, both maps $S$ and $R$ are continuous in an appropriate topology. We explain this part of the theory in more detail in Section 4.5.4.

Renormalisation comes into play when one modifies the lift $\Psi$. This will be an extension of the transformation (3.2.15) from powers of stochastic convolutions to their Wick powers, which removes divergencies. One can then show that under appropriate conditions, the renormalised models $\hat{Z}_\delta = \Psi_\delta \xi_\delta$ converge, as $\delta \to 0$, to some limiting model $\hat{Z}$. The image of this limit under the map $R \circ S$ is then defined as the solution of the limiting stochastic PDE. We give more details on this procedure in Section 4.5.5.

4.4 Regularity structures: algebraic aspects

At the core of the theory lies the notion of a regularity structure, which is the abstract Banach space $T$ spanned by the basis elements of generalised Taylor expansions. This space is equipped with two additional algebraic structures:

- the structure group $\mathcal{G}$, which allows to represent the link between expansions around different base points;
- a renormalisation group, which allows to encode the renormalisation procedure.

We point out that while the model space is by definition infinite-dimensional, in practice only a finite-dimensional subspace of $T$ will matter. This is in contrast with Feynman diagram expansions, which are in principle infinite. Both the structure group and renormalisation group will be idempotent (a sufficiently high power of any group element is the identity), which implies that the algebraic structures remain reasonably simple.

4.4.1 The model space

The starting point of the construction is the following definition, cf. [Hai14, Definition 2.1].

**Definition 4.4.1 (Regularity structure).** A regularity structure is a triple $(A, T, \mathcal{G})$ consisting of

1. an index set $A \subset \mathbb{R}$, containing 0, which is bounded from below and locally finite;
2. a model space $T$, which is a graded vector space $T = \bigoplus_{\alpha \in A} T_\alpha$, where each $T_\alpha$ is a Banach space; the space $T_0$ is isomorphic to $\mathbb{R}$ and its unit is denoted $1$;
3. a structure group $\mathcal{G}$ of linear operators acting on $T$, such that

$$\Gamma \tau - \tau \in \bigoplus_{\beta < \alpha} T_\beta =: T_{\bar{\alpha}} \quad \text{(4.4.1)}$$

holds for every $\Gamma \in \mathcal{G}$, every $\alpha \in A$ and every $\tau \in T_\alpha$; furthermore, $\Gamma 1 = 1$ for every $\Gamma \in \mathcal{G}$.

We have already encountered an example of regularity structure in Section 4.3.1:
Example 4.4.2 (Polynomial regularity structure on \( \mathbb{R} \)). This regularity structure is defined as follows:

- The index set \( A = \mathbb{N}_0 \) is the set of all degrees of monomials on \( \mathbb{R} \).
- For each \( k \in \mathbb{N}_0 \), \( T_k \) is the one-dimensional real vector space spanned by a basis vector denoted \( X_k \) if \( k > 0 \) and \( 1 \) if \( k = 0 \). This is indeed a Banach space for the norm \( |\cdot| \).
- The structure group is the group \( \mathcal{G} = \{ \Gamma_h : h \in \mathbb{R} \} \) defined by
  \[
  \Gamma_h X^k := (X - h)^k := \sum_{\ell=0}^k \binom{k}{\ell} (-h)^\ell X^{k-\ell}.
  \] (4.4.2)

Note that the relation (4.4.1) is indeed satisfied, and that \( \mathcal{G} \) is isomorphic to the group of translations on \( \mathbb{R} \) via \( \Gamma_{h_1} \circ \Gamma_{h_2} = \Gamma_{h_1 + h_2} \).

The model space \( T \) is naturally equipped with the commutative product defined by \( X^k X^\ell = X^{k+\ell} \), with neutral element \( 1 \).

This construction can be easily extended to higher dimensions.

Example 4.4.3 (Polynomial regularity structure on \( \mathbb{R}^{d+1} \)). Fix a scaling \( s = (s_0, \ldots, s_d) \in \mathbb{N}_0^{d+1} \). Then this regularity structure is defined in the following way:

- The index set is again \( A = \mathbb{N}_0 \).
- The model space is now the direct sum of \( T_{\ell} \), \( \ell \in \mathbb{N}_0 \), where each \( T_{\ell} \) is spanned by monomials \( X^k = X_0^{k_0} \cdots X_d^{k_d} \) of scaled degree \( |k|_s = s_0 k_0 + \cdots + s_d k_d = \ell \).
- The structure group is again defined by (4.4.2), where the binomial coefficients are defined via \( k! = k_0! \cdots k_d! \).

Again, \( T \) is naturally equipped with a commutative product, and \( \mathcal{G} \) is now isomorphic to the group of translations on \( \mathbb{R}^{d+1} \).

The degree of a monomial \( X^k \) is by definition the quantity \( |X^k|_s = |k|_s \), which simply tells us to which \( T_{\ell} \) the monomial belongs.

In the case of the three-dimensional Allen–Cahn equation, we take \( d = 3 \) and the parabolic scaling \( s = (2,1,1,1) \). The polynomial regularity structure now has to be enriched with additional elements representing the noise, the stochastic convolution, its powers and so on. We start by introducing a symbol \( \Xi \) representing space-time white noise. In view of (4.1.1), we declare its degree to be given by \( |\Xi|_s := a_0 \), where \( a_0 := -\frac{5}{2} - \kappa \) for a fixed \( \kappa > 0 \) that we can take as small as we like.

The next step is to introduce an operator \( I \) creating new symbols \( I(\tau) \) from existing ones, which represent their convolution with the heat kernel. In order to avoid redundancies, we declare that \( I(X^k) = 0 \) for elements of the polynomial structure. All these symbols can be multiplied, in a commutative way, yielding still more symbols. Their degree is defined by the two rules

\[
|I(\tau)|_s := |\tau|_s + 2, \quad |\tau_1 \tau_2|_s := |\tau_1|_s + |\tau_2|_s.
\]

It will also be convenient to use graphical notations such as \( \nabla := I(\Xi)^2 \) and \( \nabla_\cdot = \nabla \cdot \cdot \cdot \). Unlike in (4.1.4), this last object is just a new symbol instead of an undefined product of distributions.

At this point, we realise that there may be a problem with the requirement that the index set \( A \) be bounded below, since multiplying symbols of negative degree allows to generate terms whose degree is arbitrarily negative. The solution is to set \( T := \text{span}(\mathcal{F}_{AC}) \), where \( \mathcal{F}_{AC} \) is the restriction of the set \( \mathcal{F} \) of all symbols to the set of those which can be generated by the map

\[
\tau \mapsto I(\Xi + \tau^3) + \sum_k X^k,
\]
which is an abstract representation of the fixed-point map (3.3.2).

When iterating this map, starting with the empty set, one can check that indeed all symbols in $\mathcal{F}_{AC}$ have degree at least $\alpha_0$. We have listed all symbols of degree up to $\frac{3}{2}$ in Table 4.1. The fact that the degree remains bounded below is a consequence of local subcriticality, also called super-renormalisability in Physics, cf. [Hai14, Assumption 8.3 and Lemma 8.10]. To define this property, consider the formal Allen–Cahn equation

$$\partial_t \phi = \Delta \phi + \phi - \phi^3 + \xi$$

on the $d$-dimensional torus, and perform a scaling $\tilde{\phi}(t,x) = \lambda^\alpha \phi(\lambda^\beta t, \lambda^\gamma x)$, ignoring boundary conditions. This yields the rescaled equation

$$\partial_t \tilde{\phi} = \lambda^{\beta-2\gamma} \Delta \tilde{\phi} + \lambda^\beta \tilde{\phi} - \lambda^{\beta-2\alpha} \lambda^{3\beta} + \lambda^{\alpha+\beta} \xi_{\lambda^\beta, \lambda^\gamma}.$$ 

The scaling property of space–time white noise shows that $\tilde{\xi} = \lambda^{(\beta+\gamma)d/2} \xi_{\lambda^\beta, \lambda^\gamma}$ has the same law as $\xi$ (cf. Proposition 2.2.5). Choosing $\gamma = 1, \beta = 2$ and $\alpha = d/2 - 1$ thus yields

$$\partial_t \tilde{\phi} = \Delta \tilde{\phi} + \lambda^2 \tilde{\phi} - \lambda^{4-d} \tilde{\phi}^3 + \tilde{\xi}.$$ 

The equation is called locally subcritical if the coefficient of the nonlinear term vanishes in the limit $\lambda \to 0$, which corresponds to zooming in on small scales. This is the case if and only if $d < 4$, which is why the Allen–Cahn equation can be renormalised in dimensions two and three, but not in higher dimension.

**Exercise 4.4.4.** Determine the degree of the symbols listed in Table 4.1 in the case of the two-dimensional Allen–Cahn equation, when $\Xi$ has degree $\alpha_0 = -\frac{5}{2} - \kappa$. What happens in the four-dimensional case?

| $\tau$ | Symbol | $|\tau|_\alpha$ |
|--------|--------|-------------|
| $\Xi$  | $\Xi$   | $-\frac{5}{2} - \kappa$ |
| $I(\Xi)^3$ | $\Psi$ | $-\frac{3}{2} - 3\kappa$ |
| $I(\Xi)^2$ | $\Psi$ | $-1 - 2\kappa$ |
| $I(I(\Xi)^3)I(\Xi)^2$ | $\Psi$ | $-\frac{1}{2} - 5\kappa$ |
| $I(I(\Xi)^3)I(\Xi)$ | $\Psi$ | $0 - 4\kappa$ |
| $I(I(\Xi)^2)I(\Xi)^2$ | $\Psi$ | $0 - 4\kappa$ |
| $I(\Xi)^2X_i$ | $\vee X_i$ | $0 - 2\kappa$ |
| $1$ | $1$ | $0$ |
| $I(I(\Xi)^3)$ | $\Psi$ | $\frac{1}{2} - 3\kappa$ |
| $I(I(\Xi)^2)I(\Xi)$ | $\Psi$ | $\frac{1}{2} - 3\kappa$ |
| $I(I(\Xi))I(\Xi)^2$ | $\Psi$ | $\frac{1}{2} - 3\kappa$ |
| $I(I(\Xi)^2)$ | $\Psi$ | $1 - 2\kappa$ |
| $I(I(\Xi))I(\Xi)$ | $\Psi$ | $1 - 2\kappa$ |
| $X_i$ | $X_i$ | $1$ |
| $I(I(\Xi))$ | $\Psi$ | $\frac{1}{2} - \kappa$ |

**Table 4.1 – Elements of $\mathcal{F}_{AC}$ of degree up to $\frac{3}{2}$. Here $X_i$ denotes any element of the form $X^k$ where $k = e_i$ is a canonical basis vector.**
4.4.2 The structure group

We have already defined the structure group for the polynomial part \( \overline{T} = \text{span}\{X^k : k \in \mathbb{N}_0^4\} \) of the model space as being given by all maps \( \Gamma_h \) acting as

\[
\Gamma_h X^k = (X - h)^k, \quad h \in \mathbb{R}^4.
\]

Extending the structure group to the non-polynomial elements is a somewhat tricky point, since it has to reflect the way Taylor expansions change under translations of the base point. Since space-time white noise is translation-invariant, it seems reasonable to set

\[
\Gamma \Xi = \Xi \quad \forall \Gamma \in \mathcal{G}.
\]  

(4.4.3)

It turns out that the same holds for the element 1. This is related to the fact that the stochastic convolution has negative regularity, so that there is no need to subtract any polynomial terms when testing it against a scaled test function. We have encountered this situation in (2.3.13) in the proof of Schauder’s Theorem 2.3.9. Therefore, we set

\[
\Gamma 1 = 1, \quad \Gamma \psi = \psi, \quad \Gamma \psi = \psi \quad \forall \Gamma \in \mathcal{G}.
\]  

(4.4.4)

The situation is different, however, for elements such as \( \psi \). Indeed, \( \psi \) represents a function with positive regularity, from which one has to subtract a term before testing it, as in (2.3.16), a procedure known as recentering. Therefore, the structure group cannot act trivially on such elements.

To extend the structure group to all elements of \( \overline{T} \), it is helpful to take a look at the structure group of \( \overline{T} \) in a more algebraic way. The dual \( \overline{T}^* \) can be identified with the space \( \{D^k : k \in \mathbb{N}_0^4\} \) of differential operators with constant coefficients via

\[
\langle D^k, X^\ell \rangle := \frac{\partial X^\ell}{\partial X^k} \bigg|_{x=0} = k! \delta_{k\ell}.
\]  

(4.4.5)

We can define an action \( (D^\ell, \tau) \rightarrow \Gamma_{D^\ell} \tau \) of \( \overline{T}^* \) onto \( \overline{T} \) by

\[
\langle D^k, \Gamma_{D^\ell} X^m \rangle := \langle D^k D^\ell, X^m \rangle = m! \delta_{k+\ell, m} \quad \forall D^k \in \overline{T}^*, \forall X^m \in \overline{T},
\]  

(4.4.6)

which by (4.4.5) is equivalent to

\[
\Gamma_{D^\ell} X^m = \frac{m!}{(m-\ell)!} X^{m-\ell},
\]

with the convention that the right-hand side vanishes unless \( \ell_i \leq m_i \) for each \( i \in \{0, 1, 2, 3\} \), which we write for short \( \ell \leq m \). Note that we have the semigroup property \( \Gamma_{D^\ell D^m} = \Gamma_{D^\ell} \Gamma_{D^m} \), since for every \( D^k \in \overline{T}^* \) and \( X^n \in \overline{T} \),

\[
\langle D^k, \Gamma_{D^\ell} \Gamma_{D^m} X^n \rangle = \langle D^k D^\ell D^m, X^n \rangle = \langle D^k D^\ell, \Gamma_{D^m} X^n \rangle = \langle D^k, \Gamma_{D^\ell} \Gamma_{D^m} X^n \rangle.
\]

However, not all \( \Gamma_{D^\ell} \) are invertible, so that the set \( \{\Gamma_g : g \in \overline{T}^*\} \) does not form a group. We thus define \( \mathcal{G} \) as the set of \( g \in \overline{T}^* \) which are group-like, meaning that they satisfy

\[
\langle g, X^\ell X^m \rangle = \langle g, X^\ell \rangle \langle g, X^m \rangle \quad \forall X^\ell, X^m \in \overline{T}.
\]  

(4.4.7)

One can show (cf. [Hai14, Section 4.3]) that \( \mathcal{G} \) is exactly the Lie group generated by the Lie algebra of first-order differential operators. Indeed, if for \( h \in \mathbb{N}_0^4 \) we set

\[
\langle h, D \rangle := \sum_{i=0}^3 h_i D^i \in \overline{T}^*, \quad g = e^{-\langle h, D \rangle} := \sum_{k \in \mathbb{N}_0^4} \frac{(-\langle h, D \rangle)^k}{k!},
\]  

(4.4.8)
then we have
\[ \Gamma_g(X^\ell) = \sum_{k \in \mathbb{N}_0} \frac{(-h)^k}{k!} \Gamma_{D^k}(X^\ell) = \sum_{k \leq \ell} \frac{(-h)^k}{k!(\ell-k)!} X^{\ell-k} = (X - h)^\ell, \]
showing that the group action \( \Gamma \) of \( \mathcal{G} \) onto \( \mathcal{T} \) is indeed equivalent to the action of the structure group of the polynomial regularity structure. This is related to the fact that first-order derivatives generate the group of translations.

**Exercise 4.4.5.** Prove that the element \( g \) defined by (4.4.8) is group-like in the sense of (4.4.7) in the case where the indices \( k \) belong to \( \mathbb{N}_0 \) instead of \( \mathbb{N}_0^4 \).

A useful way of encoding the Leibniz rule is to define a bilinear operator \( \Delta^+ : \mathcal{T} \to \mathcal{T} \otimes \mathcal{T} \) by
\[ \Delta^+(1) := 1 \otimes 1, \quad \Delta^+(X_i) := X_i \otimes 1 + 1 \otimes X_i, \quad (4.4.9) \]
which is then extended to all of \( \mathcal{T} \) by requiring that
\[ \Delta^+(X^k X^\ell) := \Delta^+(X^k) \Delta^+(X^\ell) \quad \forall X^k, X^\ell \in \mathcal{T}. \quad (4.4.10) \]
The operator \( \Delta^+ \) is called a coproduct. One can indeed check that \( \Delta^+ \) is coassociative, meaning that
\[ (\text{Id} \otimes \Delta^+) \Delta^+ X^k = (\Delta^+ \otimes \text{Id}) \Delta^+ X^k \quad \forall X^k \in \mathcal{T}, \]
which provides \( \mathcal{T} \) with a Hopf algebra structure. Furthermore, we have the duality property
\[ \langle D^k D^\ell, X^m \rangle = \langle D^k \otimes D^\ell, \Delta^+ X^m \rangle, \quad (4.4.11) \]
where by definition
\[ \langle D^k \otimes D^\ell, Y^{(1)} \otimes Y^{(2)} \rangle := \langle D^k, Y^{(1)} \rangle \langle D^\ell, Y^{(2)} \rangle. \]
Note that in general, \( \Delta^+ X^m \) is a sum of several terms \( Y_i^{(1)} \otimes Y_j^{(2)} \), but it is convenient to use Sweedler’s notation suppressing the sum. The point is that by combining (4.4.11) with (4.4.6), one obtains the relation
\[ \Gamma_{D^k} X^m = (\text{Id} \otimes D^\ell) \Delta^+ X^m, \]
where by definition, \( (\text{Id} \otimes D^\ell) Y^{(1)} \otimes Y^{(2)} := Y^{(1)} \langle D^\ell, Y^{(2)} \rangle. \)

The advantage of this rather formal approach, which may seem like overkill in the polynomial case, is that it allows to define the structure group in the general case. Define a set of formal expressions
\[ \mathcal{F}_{AC}^+ = \left\{ X^k \prod_j J_k \tau_j : k \in \mathbb{N}_0^4, \tau_j \in \mathcal{F}_{AC}, |\tau_j|_0 + 2 - |k|_0 > 0 \right\}. \quad (4.4.12) \]
Here the \( J_k \tau \) are new symbols of degree \( |\tau|_0 + 2 - |k|_0 \), which is strictly positive by assumption. Their meaning will become clearer later on. By convention, \( \mathcal{F}_{AC}^+ \) also contains the unit \( 1 \) and all monomials \( X^k \), corresponding to an empty product.

\[ ^2 \text{In addition to a product and coproduct and associated neutral elements, a Hopf algebra is characterised by a linear map } s : \mathcal{T} \to \mathcal{T} \text{ called the antipode. It should satisfy the identity } M(s \otimes \text{Id}) \Delta^+ = M(\text{Id} \otimes s) \Delta^+ \text{, where } M \text{ is the multiplication map defined by } M(\tau_1 \otimes \tau_2) = \tau_1 \tau_2. \text{ In this setting, it is given by } s(X^k) = (-1)^k X^k. \]
The coproduct $\Delta^+$ is extended from $\mathcal{T}$ to $T = \text{span}(\mathcal{F}_{AC})$ by requiring that, in addition to (4.4.9) and multiplicativity as in (4.4.10), it satisfies

$$\Delta^+(\Xi) := \Xi \otimes 1,$$

$$\Delta^+(I\tau) := (I \otimes \text{Id})\Delta^+(\tau) + \sum_{\ell,m} \frac{X^\ell}{\ell!} \otimes \frac{X^m}{m!} J_{\ell+m}\tau. \quad (4.4.14)$$

The sum in the last equation is necessarily finite, because of the limitation on the degree in (4.4.12). Denoting by $T^*$ the set of linear maps $\tau \mapsto \langle h, \tau \rangle$ from $T_* = \text{span}(\mathcal{F}_{AC})^*$ to $\mathbb{R}$, the structure group $\mathcal{G}$ is given by the set of group-like elements in $T^*$, acting on $T$ as

$$\langle g, \tau \rangle \mapsto \Gamma_g^\tau := (\text{Id} \otimes g)\Delta^+\tau. \quad (4.4.15)$$

Note that since $\langle g, 1 \rangle = 1$ for any group-like $g$, (4.4.13) yields $\Gamma_g^\Xi = \Xi$, so that this definition is compatible with the invariance of $\Xi$ required in (4.4.3). Furthermore, the invariance of $1$, $\mathcal{V}$ and $\mathcal{W}$ required in (4.4.4) is satisfied, because

$$\Delta^+(1) = 1 \otimes 1, \quad \Delta^+(\mathcal{V}) = \mathcal{V} \otimes 1, \quad \Delta^+(\mathcal{W}) = \mathcal{W} \otimes 1.$$

Indeed, since $1$ has negative degree, the sum in (4.4.14) is empty, and the other two identities follow from the product rule (4.4.10). A first non-trivial case is

$$\Delta^+(\mathcal{W}) = (I \otimes \text{Id})(\Delta^+(\mathcal{W})) + 1 \otimes J_0 \mathcal{W} = \mathcal{W} \otimes 1 + 1 \otimes J_0 \mathcal{W}. \quad (4.4.16)$$

Indeed, since $|\mathcal{W}|_s + 2 = \frac{1}{2} - 3\kappa$, the term $\ell = m = 0$ is permitted in (4.4.14). Substituting in (4.4.15) yields

$$\Gamma_g^\mathcal{W} = \mathcal{W} + \langle g, J_0 \mathcal{W} \rangle. \quad (4.4.16)$$

The additional term $\langle g, J_0 \mathcal{W} \rangle$ will be the one responsible for recentering. More examples of nontrivial structure group actions are listed in Table 4.2. Note that the indemptotency requirement (4.4.1) is indeed always satisfied.

<table>
<thead>
<tr>
<th>$\tau$</th>
<th>$\Delta^+(\tau)$</th>
<th>$\Gamma_g^\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{V}$</td>
<td>$\mathcal{V} \otimes 1$</td>
<td>$\mathcal{V} + \langle g, J_0 \mathcal{V} \rangle$</td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>$\mathcal{W} \otimes 1$</td>
<td>$\mathcal{W} + \langle g, J_0 \mathcal{W} \rangle$</td>
</tr>
<tr>
<td>$\mathcal{V} \otimes 1 + \mathcal{V} \otimes J_0 \mathcal{V}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V}^2$</td>
<td>$\mathcal{V}^2 \otimes 1 + \mathcal{V} \otimes J_0 \mathcal{V}$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V}X_i$</td>
<td>$\mathcal{V}X_i \otimes 1 + \mathcal{V} \otimes X_i$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{W}$</td>
<td>$\mathcal{W} \otimes 1 + \mathcal{W} \otimes J_0 \mathcal{W}$</td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V} \otimes 1 + \mathcal{W} \otimes J_0 \mathcal{V}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V} \otimes 1 + \mathcal{W} \otimes J_0 \mathcal{V}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V} \otimes 1 + \mathcal{W} \otimes J_0 \mathcal{V}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V} \otimes 1 + \mathcal{W} \otimes J_0 \mathcal{V}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\mathcal{V} \otimes 1 + \mathcal{W} \otimes J_0 \mathcal{V}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.2 – Elements of $\mathcal{F}_{AC}$ of degree up to $\frac{1}{2}$ on which the structure group has a non-trivial effect and their coproducts. Repeated indices $i$ imply summation over all values of $i$, and we have written $J_i$ instead of $J_0$. 

The additional term $\langle g, J_0 \mathcal{W} \rangle$ will be the one responsible for recentering. More examples of nontrivial structure group actions are listed in Table 4.2. Note that the indemptotency requirement (4.4.1) is indeed always satisfied.
Exercise 4.4.6. Check the expressions for $\Delta^+ \tau$ and $\Gamma^+ \tau$ listed in Table 4.2. What is the matrix representing $\Gamma^+ \tau$ in a basis given by the elements in Table 4.1?

Remark 4.4.7. If $\mathcal{S}_{AC}^+$ were equal to $\mathcal{S}_{AC}^+$, the coproduct $\Delta^+$ would again endow $T$ with a Hopf-algebra structure. Since these sets are different, $T$ is now a comodule over $T_+ = \text{span}(\mathcal{S}_{AC}^+)$. However, $T_+$ can also be endowed with a Hopf algebra structure — see [Hai14, Section 8.1]. Strictly speaking, since $\mathcal{S}_{AC}^+$ and $\mathcal{S}_{AC}^+$ are not stable under multiplication, the comodule should rather be defined on $\text{span}(\mathcal{S})$ and its analogue $\text{span}(\mathcal{S}^+)$, but this has no influence on the theory.

4.4.3 The renormalisation group

The renormalisation group also acts on the model space $T$, but has a different purpose than the structure group. In the two-dimensional case, we have seen that Wick renormalisation, as appearing in (3.2.15), allows to convert divergent stochastic integrals into convergent ones by subtracting appropriate terms. Here we will perform the same subtractions, but as we have seen in Section 4.2 and in (4.3.8), it is necessary to introduce a second renormalisation constant.

The second renormalisation constant $C_{(2)}^0$ is in fact related to the symbol $\mathcal{M}$. This is because similarly to (3.2.11), this symbol represents the stochastic integral

$$\left(P * (P_0 * \xi)^2(P_0 * \xi)^2\right)(z) := \int \int P(z-z_0)P_0(z_0-z_1)\xi(dz_1)P_0(z_0-z_2)\xi(dz_2) \times P_0(z-z_3)\xi(dz_3)P_0(z-z_4)\xi(dz_4) dz_0 . \quad (4.4.17)$$

By Isserlis’ theorem, we formally have

$$\mathbb{E}[\xi(dz_1)\xi(dz_2)\xi(dz_3)\xi(dz_4)] = \delta(z_1-z_2)\delta(z_3-z_4)dz_1dz_3$$

$$+ \delta(z_1-z_3)\delta(z_2-z_4)dz_1dz_2$$

$$+ \delta(z_1-z_4)\delta(z_2-z_3)dz_1dz_2 .$$

The expectation of (4.4.17) is thus given by the sum of three integrals. The first one actually vanishes for symmetry reasons, while the last two integrals are equal, and given by

$$\int\int\int\int P(z-z_0)P_0(z_0-z_1)P_0(z-z_1)P_0(z_0-z_2)P_0(z-z_2) dz_0 dz_1 dz_2 . \quad (4.4.18)$$

We can then use the identities (3.2.14) from the proof of Proposition 3.2.16 to obtain

$$\int P_0(z_0-z_1)P_0(z-z_1) dz_1 = \int_{-\infty}^{\infty} \left( \int_{-\infty}^{\infty} P_0(t_0-t_1,x_0-x_1)dt_1 \right) dx_1 = \int_{-\infty}^{\infty} P_0(t_0+2t_1,x_0-x_1)dt_1 = \frac{1}{2} \tilde{G}_0(x_0-x) .$$

Substituting in (4.4.18) and changing variables from $x-x_0$ to $-x_0$, we thus obtain

$$C_{(2)}^0 = \mathbb{E}[\mathcal{M}] = 2\left(-\frac{1}{2}\right)^2 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} P(t-t_0,-x_0)\tilde{G}_0(-x_0)^2 dx_0 dt_0 = \frac{1}{2} \int_{-\infty}^{\infty} \tilde{G}_0(x_0)^3 dx_0 = \frac{1}{2} \quad (4.4.19)$$

Note that graphically, this amounts to pairing leaves of $\mathcal{M}$, which represent the noise.

The renormalisation group will primarily concern the elements of $T$ having negative degree, namely those in the set

$$\mathcal{S} = \{1, \mathcal{V}, \mathcal{W}, \mathcal{M}, \mathcal{V}, \mathcal{W}\} .$$
Formally, an element $M^\delta$ of the renormalisation group is defined as

$$M^\delta := \exp\{ -C^{(1)}_\delta L_1 - C^{(2)}_\delta L_2 \},$$

where $L_1$ and $L_2$ represent the substitutions

$$L_1: \mathbf{v} \mapsto 1, \quad L_2: \mathbf{v} \mapsto 1.$$ 

The understanding is that each substitution is applied as often as possible, so that $L_1(\mathbf{v}) = 3$, because there are three ways to extract $\mathbf{v}$ from $\mathbf{v}$, each one leaving exactly $\mathbf{v}$, which is exactly what happens in Wick renormalisation, cf. (3.2.15). Applying $M^\delta$ to the elements of $F$, we get

$$M^\delta(1) = 1,$$

$$M^\delta(\mathbf{v}) = \mathbf{v} - C^{(1)}_\delta 1,$$

$$M^\delta(\mathbf{v}) = \mathbf{v} - 3C^{(1)}_\delta 1,$$

$$M^\delta(\mathbf{v}) = \mathbf{v} - C^{(1)}_\delta \mathbf{v} - C^{(2)}_\delta 1,$$

$$M^\delta(\mathbf{v}) = \mathbf{v} - 3C^{(1)}_\delta \mathbf{v} - C^{(1)}_\delta \mathbf{v} + 3(C^{(1)}_\delta)^2 \mathbf{v} - 3C^{(2)}_\delta 1,$$

$$M^\delta(\mathbf{v}) = \mathbf{v} - 3C^{(1)}_\delta \mathbf{v}.$$ 

(4.4.20)

Observe that now, the idempotency results from the fact that all additional terms have a higher degree than the original term.

**Remark 4.4.8.** The renormalisation group can also be introduced in a more abstract way, via a coproduct $\Delta$ and an associated Hopf algebra. See in particular [BHZ18, CH16]. In some sense, this indicates that recentering and renormalisation are “dual” procedures.

### 4.5 Regularity structures: analytic aspects

Now that the abstract algebraic framework is in place, we have to complete it with analytic objects, describing the different maps in the commutative diagram (4.3.9).

#### 4.5.1 Models

We describe in this section the map denoted $\Psi$ in the diagram (4.3.9), which associates to a realisation of (mollified) space-time white noise a collection $Z^\delta = (\Pi^\delta, \Gamma^\delta)$ of objects called a *model*. The following definition is [Hai14, Definition 2.17] particularised to the parabolic scaling $s = (2, 1, 1, 1)$, where we denote space-time points by $z = (t, x) \in \mathbb{R} \times \mathbb{R}^3 \simeq \mathbb{R}^4$.

**Definition 4.5.1 (Model).** A model for a regularity structure $(A, T, \mathcal{G})$ is a pair $Z^\delta = (\Pi^\delta, \Gamma^\delta)$ of objects defined by a collection $\{\Pi_z : T \to \mathcal{G}'(\mathbb{R}^4)\}_{z \in \mathbb{R}^4}$ of continuous linear maps and a map $\Gamma : \mathbb{R}^4 \times \mathbb{R}^4 \to \mathcal{G}$ with the following properties.

1. $\Gamma_{zz} = \text{Id}$ is the identity of $\mathcal{G}$ and $\Gamma_{zz}^\delta = \Gamma_{zz}^\delta$ for all $z, z', z'' \in \mathbb{R}^4$.
2. $\Pi_{zz'} = \Pi_z \Gamma_{zz'}$ for all $z, z' \in \mathbb{R}^4$.
3. Let $r = [\inf A]$. For any $\gamma \in \mathbb{R}$ and any compact set $R \subset \mathbb{R}^4$, one has

$$\|\Pi\|_{\gamma; R} := \sup_{z \in R} \|\Pi\|_{\gamma; R} \sup_{\alpha < \gamma} \sup_{\tau \in T_\alpha} \sup_{\alpha < \lambda \leq 1} \frac{|(\Pi_\tau, \mathcal{G}' \lambda \varphi)|}{\lambda^\alpha \|\tau\|_\alpha} < \infty.$$ 

(4.5.1)

4. For any $\gamma \in \mathbb{R}$ and any compact set $R \subset \mathbb{R}^4$, one has

$$\|\Pi\|_{\gamma; R} := \sup_{z, z' \in R} \|\Pi\|_{\gamma; R} \sup_{\alpha < \gamma} \sup_{\beta < \alpha} \sup_{\tau \in T_\alpha} \|\tau\|_\alpha \|z - z'|^{\alpha - \beta} \|\alpha - \beta < \infty.$$ 

(4.5.2)
We recall that the set $B_\rho$ occurring in \eqref{eq:4.5.1} is the set of smooth test functions supported in the unit $\|\cdot\|_{\rho}$-ball and of unit $C^\ell$-norm, already encountered in Definition 2.2.7. The norm $\|\cdot\|_\rho$ in \eqref{eq:4.5.1} and \eqref{eq:4.5.2} is any norm on the finite-dimensional vector space $T_\alpha$.

The requirement \eqref{eq:4.5.1} essentially asks that $\Pi_\tau$ should belong to $\mathcal{C}_a^{\alpha}$ whenever $\tau \in T_\alpha$. There is a slight difference, however, since the bound is only required to hold when zooming in at the particular point $z$ where the model is evaluated.

An important feature of the theory is that the definition allows for different models for a given regularity structure. This will become important when considering renormalisation. A particular role is played by the canonical model $Z^\delta = (\Pi^\delta, \Gamma^\delta)$ for mollified noise $\xi^\delta = \rho^\delta * \xi$, which is defined by

\[
(\Pi^\delta_2 \Xi)(\bar{z}) := \xi^\delta(\bar{z}),
\]

\[
(\Pi^\delta_2 X^k)(\bar{z}) := (\bar{z} - z)^k \quad \forall k \in \mathbb{N}_0^4,
\]

\[
(\Pi^\delta_2 \tau_1 \tau_2)(\bar{z}) := (\Pi^\delta_2 \tau_1)(\bar{z})(\Pi^\delta_2 \tau_2)(\bar{z}) \quad \forall \tau_1, \tau_2 \in T.
\]

Note that for polynomial symbols $X^\delta$, this definition is exactly as in \eqref{eq:4.3.3}.

The tricky part is again to extend this to elements of the form $\mathcal{I}(\tau)$. This is done in [Hai14, Section 5] via a decomposition

\[
P(t, x) = K(t, x) + R(t, x)
\]

of the heat kernel $P$ into a smooth part $R$, and a singular part $K$ with special algebraic properties. These properties are as follows:

- $K$ is supported in the set $\{|x|^2 + |t| \leq 1\}$ where $|x| = \sum_{j=1}^3 |x_j|$;
- $K(t, x) = 0$ for $t \leq 0$ and $K(t, -x) = K(t, x)$ for all $(t, x)$;
- we have
  \[
  K(t, x) = \frac{1}{4\pi t^{3/2}} e^{-|x|^2/(4t)} \quad \text{for } |x|^2 + |t| \leq \frac{1}{2}
  \]
  and $K(t, x)$ is smooth for $|x|^2 + |t| > \frac{1}{2}$;
- finally, the integral of $K$ against any polynomial of parabolic degree less or equal some fixed $\zeta \geq 2$ vanishes; this last condition is for compatibility with the non-redundancy condition $\mathcal{I}(X^\delta) = 0$.

See [Hai14, Lemma 5.5] for a proof that such a decomposition is indeed possible. This lemma also shows that $K$ can be decomposed, as in \eqref{eq:2.3.11}, as a sum of kernels $K_\eta$, where each $K_\eta$ is supported in a ball of radius $2^{-\eta}$, and has $k$th derivatives bounded by $C2^{(1+|k|_\infty)\eta}$, as in \eqref{eq:2.3.12}. Then the construction of the canonical model is completed by requiring that

\[
(\Pi^\delta_2 \mathcal{I}(\tau))(\bar{z}) := \langle \Pi^\delta_2 \tau, K(\bar{z} - \cdot) \rangle + \sum_\ell \frac{(\bar{z} - z)^\ell}{\ell!} \langle f^\delta_\ell, \mathcal{J}(\tau) \rangle \quad \forall \tau \in T,
\]

where the $f^\delta_\ell \in T^*_\delta$ are linear forms defined in \eqref{eq:4.5.6} below. This definition makes sense, even if $\Pi^\delta_2 \tau$ is replaced by a genuine distribution $\Pi_\tau$, by interpreting \eqref{eq:4.5.5} as a sum over all $K_\eta$, each of which is tested against $\Pi_\tau$.

As suggested by the construction of the structure group in Section 4.4.2, the linear forms $f^\delta_\ell$ will be used to construct the elements $\Gamma^\delta_{2z}$ of the model. They are defined by

\[
\langle f^\delta_0, 1 \rangle := 1,
\]

\[
\langle f^\delta_0, X_i \rangle := -z_i,
\]

\[
\langle f^\delta_2, \tau_1 \tau_2 \rangle := \langle f^\delta_2, \tau_1 \rangle \langle f^\delta_2, \tau_2 \rangle \quad \forall \tau_1, \tau_2 \in T,
\]

\[
\langle f^\delta_2, \mathcal{J}(\tau) \rangle := -\langle \Pi^\delta_2 \tau, D^\delta K(\bar{z} - \cdot) \rangle \quad \forall \tau \in T.
\]
The maps \( \Gamma^\delta_{zz'} \) of the canonical model are then defined, as in (4.4.15), by

\[
\Gamma^\delta_{zz'} : = ( F^\delta_z )^{-1} F^\delta_{z'}
\]

where

\[
F^\delta_z : = \Gamma_f^\delta( z ) = ( \text{Id} \otimes f^\delta_z ) \Delta^+.
\]

Note that the first property of Definition 4.5.1 is automatically satisfied. To check the second property, let \( \gamma^\delta_{zz'} \) denote the element of the structure group such that \( \Gamma^\delta_{zz'} = \Gamma^\delta_{\gamma^\delta_{zz'}} \). Writing \( \Delta^+ + \tau = \tau(1) \otimes \tau(2) \) in Sweedler’s notation, we have by (4.4.15)

\[
\Pi^\delta(\tau(1) \otimes \gamma^\delta_{zz'}) = \Pi^\delta(\tau(1)) \langle \gamma^\delta_{zz'}, \tau(2) \rangle.
\]

The second property of Definition 4.5.1 thus amounts to the relation

\[
\Pi^\delta_\tau \tau = \Pi^\delta_\tau \langle \gamma^\delta_{\bar{z}z'}, \tau(2) \rangle,
\]

which provides some intuition for the meaning of \( \Delta^+ \). The fact that \( (\Pi^\delta, \Gamma^\delta) \) is indeed a model is proved in [Hai14, Proposition 8.27].

**Exercise 4.5.2.**

- Check that in the case \( \tau = X_i \), the definition (4.5.6) is compatible with the expressions (4.3.5) of the \( \Gamma_{xy} \) introduced in the one-dimensional polynomial case.
- Compute \( (\Pi^\delta, \gamma^\delta_{zz'}) \). Compare with (4.4.16).
- Compute \( F^\delta_{z} \). Representing this in the basis \( (1, \gamma^\delta_{\bar{z}z'}) \), compute its inverse, and determine a function \( \chi^\delta \) such that

\[
\Gamma^\delta_{zz'} = \gamma^\delta_{z} + [\chi^\delta(z) - \chi^\delta(z')] 1.
\]

What is the associated expression for \( \gamma^\delta_{\bar{z}z'} \)? Compare with (4.4.16).

**Remark 4.5.3.** The only rule that we are going to bend for general models is the product rule (4.5.3). For instance, in the case of Wick renormalisation, the model for \( \mathcal{D} \) is different from the product of two models for \( \mathcal{F} \), owing to the subtraction a counterterm.

### 4.5.2 Modelled distributions

In this section, we describe the space in which the fixed-point equation defining the solution map \( \mathcal{S} \) lives, which appears in the upper part of the commutative diagram (4.3.9). The following definition is a particularisation of [Hai14, Definition 3.1].

**Definition 4.5.4 (Modelled distributions).** Let \( \gamma \in \mathbb{R} \). The space of modelled distributions \( \mathcal{D}^\gamma \) consists of all function \( f : \mathbb{R}^4 \rightarrow T_\gamma \) such that for every compact set \( \mathbb{R} \subset \mathbb{R}^4 \) one has

\[
\| f \|_{\gamma; \mathbb{R}} := \sup_{z \in \mathbb{R}} \sup_{\beta < \gamma} \| f(z) \|_\beta + \sup_{z, z' \in \mathbb{R}} \sup_{\beta < \gamma} \sup_{\| z - z' \|_S < 1} \frac{\| f(z) - \Gamma_{zz'} f(z') \|_\beta}{\| z - z' \|_S^{\gamma - \beta}} < \infty.
\]

(4.5.8)

Here \( \| f(z) \|_\beta \) denotes the norm of the projection of \( f(z) \) on \( T_\beta \). A modelled distribution can thus be written as a Taylor-series-like expression

\[
f(z) = \sum_{n \prec \gamma} \sum_{\tau \in \mathcal{T}_n} f_\tau(z) \tau,
\]

(4.5.9)

where the projection of \( f(z) - \Gamma_{zz'} f(z') \) on \( T_\beta \) satisfies a Hölder condition of exponent \( \gamma - \beta \). This is indeed a generalisation of (4.3.2), while the condition (4.5.8) is of the same form as the condition (4.3.7) that ensured that \( f \) belong to a given Hölder space. One important difference
between expansions of the form (4.5.9) and usual Taylor expansions is that the “basis vectors” \( \tau \) in (4.5.9) can be associated with very irregular distributions, while Taylor expansions use monomials which are analytic functions. One should thus distinguish between the regularity \( \alpha_0 = \inf A \) of the expansion (4.5.9), and the Hölder exponent \( \gamma \), which in applications will always be larger than \( \alpha_0 \).

It may happen that the smallest value of \( \alpha \) occurring in the expansion (4.5.9) is some degree \( \alpha_1 > \alpha_0 \). In that case, we say that \( f \) has regularity \( \alpha_1 \) (or that it is defined on a sector \( V \subset T \) of regularity \( \alpha_1 \)). This is important, in particular, for the following result, which corresponds to [Hai14, Theorem 4.7].

**Theorem 4.5.5** (Multiplication of modelled distributions). Let \( f_1 \in \mathcal{D}^{\gamma_1} \) and \( f_2 \in \mathcal{D}^{\gamma_2} \) be modelled distributions of respective regularity \( \alpha_1 \leq 0 \) and \( \alpha_2 \leq 0 \), and let \( \gamma = (\gamma_1 + \alpha_1) \wedge (\gamma_2 + \alpha_2) \). Then one can define a modelled distribution \( f_1 f_2 \in \mathcal{D}^{\gamma} \) of regularity \( \alpha_1 + \alpha_2 \), which satisfies

\[
\|f_1 f_2\|_{\gamma; \mathcal{R}} \lesssim \|f_1\|_{\gamma_1; \mathcal{R}} \|f_2\|_{\gamma_2; \mathcal{R}} \left(1 + \|\Gamma_{\gamma_1 + \gamma_2; \mathcal{R}}\|\right)^2,
\]

for every compact set \( \mathcal{R} \subset \mathbb{R}^4 \). The product \( f_1 f_2 \) is obtained by multiplying formally the expansions of \( f_1 \) and \( f_2 \) and truncating them to order \( \gamma \).

Note that in Definition 4.5.4, \( \mathcal{D}^{\gamma} \) depends on the \( \Gamma \) of the chosen model, so that it should be written \( \mathcal{D}^{\gamma}(\Gamma) \) in case one works with several models, as will be the case when dealing with renormalisation. In order to compare elements \( f \in \mathcal{D}^{\gamma}(\Gamma) \) and \( \bar{f} \in \mathcal{D}^{\gamma}(\bar{\Gamma}) \), we introduce the quantities

\[
\|f - \bar{f}\|_{\gamma; \mathcal{R}} := \sup_{z \in \mathcal{R}} \sup_{\beta < \gamma} \|f(z) - \bar{f}(z)\|_{\beta},
\]

\[
\|f : \bar{f}\|_{\gamma; \mathcal{R}} := \|f - \bar{f}\|_{\gamma; \mathcal{R}} + \sup_{z, z' \in \mathcal{R}} \sup_{\beta < \gamma} \sup_{\|z - z'\|_{0} \leq 1} \|f(z) - \bar{f}(z) - \Gamma_{zz'} f(z') + \bar{\Gamma}_{zz'} \bar{f}(z')\|_{\beta}.
\]

The reason for the semicolon in the last expression is that it is not a function of \( f - \bar{f} \), and hence is not symmetric under exchange of \( f \) and \( \bar{f} \). The quantity \( \| : \|_{\gamma; \mathcal{R}} \) is thus not strictly speaking a norm, though it has similar properties for all practical purposes.

### 4.5.3 The reconstruction theorem

A key result of the theory of regularity structures is the reconstruction theorem, which states the existence of a map \( \mathcal{R} \) from a space \( \mathcal{D}^{\gamma} \) of modelled distributions to a “classical” Hölder space. This map appears on the right-hand side of the commutative diagram (4.3.9). The following result is part of [Hai14, Theorem 3.10].

**Theorem 4.5.6** (Reconstruction theorem). Let \( (A, T, \mathcal{S}) \) be a regularity structure, let \( \alpha_0 = \inf A \), and fix \( r > |\alpha_0| \) as well as a model \((\Pi, \Gamma)\). Then for every \( \gamma \in \mathbb{R} \), there exists a continuous map \( \mathcal{R} : \mathcal{D}^{\gamma} \to C^0_0 \) such that for every compact set \( \mathcal{R} \subset \mathbb{R}^4 \),

\[
\left(\mathcal{R} f - \Pi_{zz'} f(z), \mathcal{S}^\lambda \varphi\right) \lesssim \lambda^\gamma \|\Pi\|_{\gamma; \mathcal{R}} \|f\|_{\gamma; \mathcal{R}}
\]

(4.5.10)

holds uniformly over all test functions \( \varphi \in B_{rr} \), all \( \lambda \in (0, 1] \), all \( f \in \mathcal{D}^{\gamma} \) and all \( z \in \mathcal{R} \). Here \( \mathcal{R} \) is the 1-fattening of \( \mathcal{R} \), that is, the set of points at \( \|\|_a \)-distance at most 1 from \( \mathcal{R} \). Furthermore, if \( \gamma > 0 \), then \( \mathcal{R} f \) is unique.
If \( f(z) \) is written as in (4.5.9), then the term \( \Pi_z f(z) \) in (4.5.10) has the expression
\[
\Pi_z f(z) = \sum_{\alpha < \gamma} \sum_{\tau \in T_\alpha} f_\tau(z)\Pi_z \tau,
\]
which is in general a distribution. In the particular case where \( f \) has non-negative regularity, one has in fact
\[
\mathcal{R} f(z) = (\Pi_z f(z))(z) = \langle 1, f(z) \rangle := f_1(z),
\]
cf. [Hai14, Proposition 3.28], which is a generalisation of (4.3.4). More generally, if every \( \Pi_z \tau \) happens to belong to a Hölder space \( C^\alpha \) with \( \alpha > 0 \), then one has
\[
\mathcal{R} f(z) = (\Pi_z f(z))(z) = \sum_{\alpha < \gamma} \sum_{\tau \in T_\alpha} f_\tau(z)(\Pi_z \tau)(z),
\]
see [Hai14, Remark 3.15]. This holds in particular for the canonical model for mollified noise \( \Pi^\delta \) constructed in the previous section. In general, \( \mathcal{R} f \) and \( \Pi_z f(z) \) may differ by a remainder term of degree \( \gamma \), which is small if \( \gamma \) is large.

The proof of Theorem 4.5.6 given in [Hai14] is based on wavelet analysis. There exists by now an alternative proof, presented in [OW18], which is based on smoothing properties of the heat kernel.

### 4.5.4 Multilevel Schauder estimates

The last missing piece needed to lift the classical solution map \( \mathcal{F} \) to the space of modelled distributions, and defining the map \( \mathcal{F} \) making the diagram (4.3.9) commute, is an operator lifting the operation of convolution with the heat kernel \( P \). Owing to the decomposition (4.5.4) of \( P \) into a singular part \( K \) and a smooth part \( R \), this problem can be decomposed into two separate problems, which are to make the following diagrams commute:

\[
\begin{array}{ccc}
\mathcal{D}^\gamma & \xrightarrow{\mathcal{F}_y} & \mathcal{D}^{\gamma+2} \\
\downarrow & & \downarrow \\
C^{\alpha_0} & \xrightarrow{K*} & C^{\alpha_0+2}
\end{array}
\quad
\begin{array}{ccc}
\mathcal{D}^\gamma & \xrightarrow{R_y \circ \mathcal{R}} & \mathcal{D}^{\gamma+2} \\
\downarrow & & \downarrow \\
C^{\alpha_0} & \xrightarrow{R_F} & C^{\alpha_0+2}
\end{array}
\]

The smooth part \( R \) is actually comparatively easy to deal with. Indeed, one can define an operator \( R_y \), acting on distributions \( \zeta \in C^{\alpha_0} \) via the Taylor-series-like expression
\[
(R_y \zeta)(z) := \sum_{|k| < \gamma} \frac{X^k}{k!} \langle \zeta, D^k R(z - \cdot) \rangle.
\]

The fact that the right-hand side belongs to \( \mathcal{D}^{\gamma+2} \) is shown in [Hai14, Lemma 7.3]. Since \( R_y \zeta \) has positive regularity, it follows from (4.5.11) that \( \mathcal{R} R_y \zeta \) is just the convolution of \( \zeta \) with \( R(z - \cdot) \), so that for \( \zeta = \mathcal{R} f \) we have indeed
\[
\mathcal{R} R_y \mathcal{R} f = R \ast \mathcal{R} f
\]
as required.

The construction of the operator \( \mathcal{F}_y \) lifting the convolution with the singular part \( K \) of the heat kernel is substantially more involved. It turns out that \( \mathcal{F}_y \) has to be defined as follows. For any \( f \in \mathcal{D}^\gamma \), it is composed of three parts, that is
\[
(\mathcal{F}_y f)(z) := I f(z) + \mathcal{J}(z) f(z) + (\mathcal{N}_y f)(z).
\]
The first term \( T f(z) \) is simply given by applying the abstract integration operator \( I \) to each symbol \( \tau \) in the expansion (4.5.9) of \( f(z) \). The second term, which is again associated with recentering, is obtained by setting, for each \( \tau \in T_\alpha \),

\[
\mathcal{J}(z) \tau := \sum_{|k| \leq |\alpha|+2} \frac{X^k}{k!} \langle \Pi_2 \tau, D^k K(z - \cdot) \rangle.
\]  

(4.5.15)

Note the similarity with (4.5.6), which is no accident! The last part of \( K_\gamma \) is a nonlocal operator given by

\[
(K_\gamma f)(z) := \sum_{|k| < |\gamma|+2} \frac{X^k}{k!} \langle R f - \Pi f(z), D^k K(z - \cdot) \rangle.
\]  

(4.5.16)

As before, both operators (4.5.15) and (4.5.16) actually are to be interpreted by replacing \( K \) by a sum of \( K_n \). Note that they both have values in \( T \), the polynomial part of the regularity structure.

With all these objects in place, we have the following far-reaching generalisation of the Schauder estimate of Theorem 2.3.9, which is an instance of [Hai14, Theorem 5.12].

**Theorem 4.5.7** (Multilevel Schauder estimate). If \( \gamma + 2 \in \mathbb{N} \), then the operator \( \mathcal{K}_\gamma \) defined in (4.5.14) maps \( \mathcal{D}_\gamma \) into \( \mathcal{D}_{\gamma +2} \), and satisfies

\[
\mathcal{R} \mathcal{K}_\gamma f = K \ast \mathcal{R} f
\]  

(4.5.17)

for any \( f \in \mathcal{D}_\gamma \). Furthermore, if \( \mathcal{Z} = (\Pi, \Gamma) \) is a second model, then one has

\[
\| \mathcal{K}_\gamma f ; \mathcal{K}_\gamma \hat{f} \|_{\gamma + 2; \hat{R}} \lesssim \| f ; \hat{f} \|_{\gamma; \hat{R}} + \| \Pi - \Pi \|_{\gamma; \hat{R}} + \| \Gamma - \Gamma \|_{\gamma; \hat{R}}
\]  

for any \( \hat{f} \in \mathcal{D}_\gamma (\hat{R}) \), where \( \hat{R} \) is the 1-fattening of \( R \).

The proof of this result is similar in spirit to the proof we have given of Theorem 2.3.9, but is significantly more involved because of the required bookkeeping of all the polynomial terms. In fact, bounding components of \( \mathcal{K}_\gamma f \) in \( T_\alpha \) of non-integer degree \( \alpha \) is relatively straightforward, and all the difficulty lies in integer values of \( \alpha \).

### 4.5.5 Convergence of renormalised models

The tools introduced so far suffice to set up a fixed-point equation in a space \( \mathcal{D}_\gamma \), associated with the canonical model \( Z^\delta = (\Pi^\delta, \Gamma^\delta) \) for mollified noise \( \xi^\delta \), built in Section 4.5.1. In order to be able to take the limit \( \delta \searrow 0 \), one has to incorporate the renormalisation procedure.

We already introduced a group of renormalisation transformations \( M^\delta \) in Section 4.4.3, see in particular (4.4.20). The \( M^\delta \) are linear maps from the model space \( T \) into itself. It is now necessary to translate this to a transformation from the model \( Z^\delta \) to a renormalised model \( \hat{Z}^\delta = (\hat{\Pi}^\delta, \hat{\Gamma}^\delta) \).

A useful remark here is that the second property in Definition 4.5.1 of models and (4.5.7) imply that for all \( z,z' \in \mathbb{R}^4 \),

\[
\Pi^\delta (F^\delta z)^{-1} = \Pi^\delta (F^\delta z')^{-1} =: \Pi^\delta,
\]

where \( \Pi^\delta \) is independent of \( z \). Therefore, the model can also be specified by the pair \( (\Pi^\delta, f^\delta_z) \), and \( (\Pi^\delta, \Gamma^\delta) \) can be recovered via

\[
\Pi^\delta_z = \Pi^\delta f^\delta_z, \quad \Gamma^\delta_{zz} = \Gamma^{-1} f^\delta_z.
\]
The renormalised model associated with the renormalisation transformation $M^\delta$ will thus be defined in such a way that

\[ \hat{\Pi}^\delta \tau = \Pi^\delta M^\delta \tau \quad \forall \tau \in T. \]

While it is possible to compute the renormalised model “by hand”, there exists a more efficient way of doing this algebraically, which is described in \cite[Section 8.3]{Hai14}. Here we just illustrate the result by giving the expressions of $\hat{\Pi}^\delta \tau$ for the negative-degree elements of $\mathcal{F}$:

\[ \hat{\Pi}^\delta_2(I) = \Pi^\delta_2(I), \]
\[ \hat{\Pi}^\delta_2(\Psi) = \Pi^\delta_2((\Psi)^2 - C^{(1)}_\delta), \]
\[ \hat{\Pi}^\delta_2(\Psi) = \Pi^\delta_2((\Psi)^2 - 3C^{(1)}_\delta \Pi^\delta_2(1)), \]
\[ \hat{\Pi}^\delta_2(\mathcal{S}) = \Pi^\delta_2(\mathcal{S}) - C^{(2)}_\delta \Pi^\delta_2(1) + 3C^{(1)}_\delta \Pi^\delta_2(\mathcal{S}), \]
\[ \hat{\Pi}^\delta_2(\mathcal{Z}) = \Pi^\delta_2(\mathcal{Z}) - 3C^{(1)}_\delta \Pi^\delta_2(1) + 3C^{(1)}_\delta \Pi^\delta_2(\mathcal{Z}). \]

\[ \tag{4.5.18} \]

Note that the first three relations are compatible with Wick renormalisation as introduced in (3.2.15), while the last three relations are specific to the three-dimensional case.

The question that arises now is whether this sequence of models converges to a meaningful limit as $\delta \downarrow 0$. Here the key result is the following one, see \cite[Theorem 10.7]{Hai14}.

**Theorem 4.5.8 (Convergence criterion for renormalised models).** Assume that there exists $\kappa > 0$ such that, for every test function $\phi \in \mathcal{B}$, every $z \in \mathbb{R}^4$ and every $\tau \in T$ of negative degree, there exists a random variable $(\hat{\Pi}_z \tau, \phi)$ such that

\[ \mathbb{E}\left[ |(\hat{\Pi}_z \tau, \mathcal{S}^\Lambda \phi)|^2 \right] \leq \lambda^2 |z|^{\alpha + \kappa}, \]
\[ \mathbb{E}\left[ |(\hat{\Pi}_z \tau - \hat{\Pi}^\delta_0 \tau, \mathcal{S}^\Lambda \phi)|^2 \right] \leq \delta^{2\theta} \lambda^2 |z|^{\alpha + \kappa} \]

\[ \tag{4.5.19} \]

holds for some $\theta > 0$. Then there exists a unique model $\hat{\Pi} = (\hat{\Pi}, \hat{\Pi})$ such that

\[ \mathbb{E}\left[ \|\hat{\Pi}\|_{\gamma; R}^p \right] \leq 1, \quad \mathbb{E}\left[ \|\hat{\Pi} - \hat{\Pi}^\delta\|_{\gamma; R}^p \right] \leq \delta^{\theta p} \]

holds for every compact $R \subset \mathbb{R}^4$ and every $p > 1$. Here the quantities $\|\hat{\Pi}\|_{\gamma; R} = \|\Pi\|_{\gamma; R} + \|\Gamma\|_{\gamma; R}$ and $\|\hat{\Pi} - \hat{\Pi}^\delta\|_{\gamma; R} = \|\Pi - \Pi^\delta\|_{\gamma; R} + \|\Gamma - \Gamma^\delta\|_{\gamma; R}$ measure the magnitude of models and their difference.

To be more precise, each random variable $(\hat{\Pi}_z \tau, \phi)$ should belong to a specific Wiener chaos, namely the $n$th inhomogeneous Wiener chaos if $\tau$ contains $n$ symbols $\Xi$. This means that it can be written as an integral involving $n$ space-time white noise variables, just as in (4.4.17) which is an instance with $n = 4$. The conditions (4.5.19) can then be reformulated in terms of bounds on the Wiener chaos expansion coefficients, (cf. \cite[Proposition 10.11]{Hai14}), which can be represented by Feynman diagrams similar to those we encountered in Section 4.2.

### 4.6 Existence and uniqueness of solutions

We return now to our aim of constructing limits of solutions of regularised Allen–Cahn SPDEs

\[ \partial_t \phi_\delta(t, x) = \Delta \phi_\delta(t, x) + \phi_\delta(t, x) - \phi_\delta(t, x)^3 + [3C^{(1)}_\delta - 9C^{(2)}_\delta] \phi_\delta(t, x) + \xi_\delta(t, x), \]

\[ \tag{4.6.1} \]

with renormalisation constants $C^{(1)}_\delta = O(\delta^{-1})$ and $C^{(2)}_\delta = O(\log(\delta^{-1}))$ defined as in (3.2.12) and (4.4.19). One of the main results of \cite{Hai14} is the following local existence theorem (which was formulated for the $\Phi^4$ model, but the proof extends trivially to the Allen–Cahn equation).
**Theorem 4.6.1** (Local existence of solutions for the three-dimensional Allen–Cahn equation). Assume \( \phi_0 \in \mathcal{C}_3^\eta \) for some \( \eta > -\frac{1}{2} \). Then the Allen–Cahn equation (4.6.1) with initial condition \( \phi_0 \) admits a sequence \( \phi_\delta \) of local solutions converging in probability, as \( \delta \downarrow 0 \), to a limit \( \phi \). This limit is independent of the choice of mollifier \( \rho \).

**Sketch of proof:** We will only outline the main steps of the proof, ignoring some technical subtleties, which are discussed in detail in [Hai14, Sections 9.4 and 10.5].

In a first step, we ignore the counterterms \( C_3^{(i)} \) in (4.6.1). Given \( \gamma > \tilde{\gamma} > 0 \), consider the fixed-point equation
\[
\Phi = P\phi_0 + (\mathcal{A}_{\gamma} + \mathcal{R} P_{\gamma} \mathcal{R})[\Xi + \Phi - \Phi^3],
\]
where we make a slight abuse of notation by writing \( P \Phi \) for the canonical model (\( \Pi^0, I^0 \)) to both sides of (4.6.2) and using (4.5.17) and (4.5.13), we obtain
\[
\phi := \mathcal{R} \Phi = P\phi_0 + P \mathcal{R}[\Xi + \Phi - \Phi^3].
\]

Since we work with the canonical model, we can identify \( P \mathcal{R} \Xi \) with the stochastic convolution \( P \ast \xi^0 \). It thus remains to show that \( \mathcal{R}(\Phi^3) \) is equal to \( (\mathcal{R}\Phi)^3 = \phi^3 \). To this end, we rewrite (4.6.2), by separating non-polynomial from polynomial terms, as
\[
\Phi = I[\Xi + \Phi - \Phi^3] + \sum_k \Phi_X^k X_k.
\]

Iterating this map, it is not hard to see that any fixed point of (4.6.3) should have the expression
\[
\Phi(z) = 1 + \Phi_1(z) - \mathcal{A}_{\gamma} 3\Phi_1(z) + \Phi_X(z) X_1 + \ldots
\]
and thus
\[
(\mathcal{R}\Phi)(z) = \Pi_2^0 1(z) + \Phi_1(z),
\]

since all other terms in (4.6.4) have strictly positive degree, cf. (4.5.11). Furthermore, we have
\[
\Phi(z)^3 = \mathcal{A}_{\gamma} 3\Phi_1(z) + \mathcal{A}_{\gamma} 3\Phi_1(z) 1 - 3 \mathcal{A}_{\gamma} 9\Phi_1(z) + \mathcal{A}_{\gamma} 3\Phi_X(z) X_1 + \Phi_1(z)^3 1 + \ldots,
\]
where the dots stand for terms of strictly positive degree. Applying the reconstruction operator and comparing to the cube of (4.6.5), we see that \( \mathcal{R}(\Phi^3) - (\mathcal{R}\Phi)^3 \) is a linear combination of
\[
(\Pi_2^0 \mathcal{A}_{\gamma})(z), \quad (\Pi_2^0 \mathcal{A}_{\gamma})(z), \quad \text{and} \quad (\Pi_2^0 \mathcal{A}_{\gamma})(z).
\]

However, all these terms are equal to zero. For instance, \( (\Pi_2^0 \mathcal{A}_{\gamma})(z) = (\Pi_2^0 \mathcal{A}_{\gamma})(z)(\Pi_2^0 \mathcal{A}_{\gamma})(z) \), where the first term vanishes as shown in Exercise 4.5.2. We conclude that indeed \( \phi = \mathcal{R}\Phi \) solves the regularised equation without counterterms.

The second step is to show that (4.6.2) admits indeed a unique fixed point. First we determine admissible values of \( \gamma \) and \( \tilde{\gamma} \). Assume that \( \Phi \in \mathcal{D}_r \) has regularity \( \alpha \leq 0 \). Then Theorem 4.5.5 shows that \( \Phi^3 \in \mathcal{D}_{r+2\kappa} \), and has regularity \( 3\alpha \). The multilevel Schauder estimate of Theorem 4.5.7 shows that the right-hand side of (4.6.2) is in \( \mathcal{D}_{r+2\kappa+2} \) and has regularity \( (-\frac{1}{2} - \kappa) \wedge (3\alpha + 2) \), provided \( \gamma \geq \gamma + 2\alpha \). We can thus choose \( \alpha = -\frac{1}{2} - \kappa \), which is the regularity of the stochastic convolution, \( \gamma > 1 + 2\kappa \) and \( \tilde{\gamma} = \gamma - 1 - 2\kappa \), to ensure that both sides of (4.6.2) belong to the same spaces.

Here we encounter a new difficulty, which is that the term \( P\phi_0 \) is not necessarily small in \( \mathcal{D}_r \) near \( t = 0 \). The solution is to modify Definition 4.5.4 of the spaces of modelled distributions...
4.7 Large deviations

In order to allow coefficients that diverge near \( t = 0 \) in a way controlled by a power \( \eta \), this yields new spaces \( \mathcal{D}^{\gamma,\eta} \) with similar results on multiplication, reconstruction and Schauder estimates as for \( \mathcal{D}^{\gamma} \), discussed in [Hai14, Section 6]. By slightly changing the parameter \( \eta \), one can also obtain bounds which are small for small times, as required to show that the fixed-point map is a contraction for small enough times.

The third step is to incorporate the counterterms \( C^{(i)}_{\delta} \) and take the limit \( \delta \downarrow 0 \). This implies that we replace the commutative diagram (4.3.9) by

\[
\begin{array}{ccc}
(\phi_0, \widehat{Z}^\delta) & \xrightarrow{\mathcal{S}^\delta M^\delta} & \Phi^\delta M^\delta \\
\downarrow \psi_{\alpha M^\delta} & & \downarrow \hat{R} \\
(\phi_0, \xi^\delta) & \xrightarrow{\mathcal{S}^\delta} & \phi^\delta
\end{array}
\]

(4.6.6)

where \( \mathcal{S}^\delta M^\delta \) is the solution map of the renormalised equation (4.6.1), \( \widehat{Z}^\delta = Z^\delta M^\delta \) is the renormalised model described in (4.5.18), and \( \hat{R} \) is the corresponding reconstruction operator. The map \( \mathcal{S}^\delta M^\delta \) is defined by solving the fixed-point equation (4.6.2), with \( R \) replaced by \( \hat{R} \). Then a similar computation as above, taking into account the additional terms in the model (4.5.18), shows that the diagram (4.6.6) indeed commutes.

Finally, we have to check that the renormalised model satisfies the convergence conditions in Theorem 4.5.8. This is done in [Hai14, Section 10.5] via a lengthy computation involving Feynman diagrams. However, recent results in [CH16, BHZ18, BCCH17] based on so-called BPHZ renormalisation allow to make the procedure much more systematic.

Remark 4.6.2. One of the technicalities we have glossed over is that the term in brackets on the right-hand side of (4.6.2) has to be multiplied by an indicator function \( 1_{\{t > 0\}} \). The resulting objects have then to be shown to belong to the right spaces of distributions.

4.7 Large deviations

We finally consider the weak-noise variant of (4.6.1), given by

\[
\partial_t \phi(t,x) = \Delta \phi(t,x) + \phi(t,x) - \phi(t,x)^3 + \left[ (2\varepsilon) C^{(1)}_{\delta} - (2\varepsilon)^2 C^{(2)}_{\delta} \right] \phi(t,x) + \sqrt{2\varepsilon} \xi^\delta(t,x),
\]

(4.7.1)

The work [HW15] also contains the following three-dimensional analogue of Theorem 3.5.1.

**Theorem 4.7.1** (Large-deviation principle for the renormalised equation). Let \( \phi_{\delta,\varepsilon} \) denote the solution of (4.7.1), and let \( \varepsilon \mapsto \delta(\varepsilon) \geq 0 \) be a function such that

\[
\lim_{\varepsilon \to 0} \delta(\varepsilon) = 0.
\]

(4.7.2)

Then the family \( (\phi_{\delta(\varepsilon),\varepsilon})_{\varepsilon > 0} \) with fixed initial condition \( \phi_0 \) satisfies an LDP on \( [0,T] \) with good rate function

\[
\mathcal{I}_{[0,T]}(\gamma) := \begin{cases} 
\dfrac{1}{2} \int_0^T \int_\Lambda \left[ \frac{\partial}{\partial t} \gamma(t,x) - \Delta \gamma(t,x) - \gamma(t,x) + \gamma(t,x)^3 \right]^2 \, dx \, dt & \text{if the integral is finite}, \\
+\infty & \text{otherwise}.
\end{cases}
\]

Note that just as in the two-dimensional case, the counterterms are absent from the large-deviation rate function.
As in Section 3.5, for $\delta > 0$, we may also consider the variant of (4.7.1) without counterterms
\[
\partial_t \phi(t, x) = \Delta \phi(t, x) + C \phi(t, x) - \phi(t, x)^3 + \sqrt{2} \varepsilon \xi^\delta(t, x),
\]
(4.7.3)
which does not admit a limit as $\delta \searrow 0$. Here, the large-deviation result reads as follows.

**Theorem 4.7.2** (Large-deviation principle for equation without renormalisation). Let $\tilde{\phi}_{\delta, \varepsilon}$ denote the solution of (4.7.3), and let $\varepsilon \mapsto \delta(\varepsilon) \geq 0$ be a function satisfying (4.7.2) as well as
\[
\lim_{\varepsilon \to 0} \varepsilon \delta(\varepsilon)^{-1} = \lambda \in [0, \infty).
\]
Then the family $(\tilde{\phi}_{\delta(\varepsilon), \varepsilon})_{\varepsilon > 0}$ with fixed initial condition $\phi_0$ satisfies an LDP on $[0, T]$ with good rate function
\[
\mathcal{J}_{[0, T]}(\gamma) := \begin{cases}
\frac{1}{2} \int_0^T \int_\Lambda \left[ \frac{\partial}{\partial t} \gamma(t, x) - \Delta \gamma(t, x) + C^{(1)} \gamma(t, x) + \gamma(t, x)^3 \right]^2 \, dx \, dt & \text{if the integral is finite}, \\
+\infty & \text{otherwise},
\end{cases}
\]
where $C^{(1)} = C - 3 \lambda^2 C^{(1)}_\delta$.

### 4.8 Bibliographical notes

Perturbation theory for the Gibbs measure of the $\Phi^4$ model in three dimensions is an important problem in Euclidean Quantum Field theory that has been studied for a long time with various methods. The earliest works by Glimm and Jaffe and by Feldman approached the problem via a detailed combinatorial analysis of Feynman diagrams [GJ68, GJ73, Fel74, GJ81]. The works [BCG+78, BCG+80] introduced the idea of using a renormalisation group approach, consisting in a decomposition of the covariance of the Gaussian field into scales, which then allows to integrate successively over one scale after the other. This method was further perfected in [BDH95], using polymers to control error terms, an approach based on ideas from Statistical Physics.

In another direction, the approach provided in [BFS83a, BFS83b] allows to bound correlation functions without having to compute the partition function explicitly, by using it as a generating function. This involves the derivation of skeleton inequalities, which were obtained up to third order in [BFS83a], and later extended to all orders in [BF84]. A relatively compact derivation of bounds on the partition function based on the Boué–Dupuis formula was recently obtained in [BG18].

The solution theory for the three-dimensional $\Phi^4$ or Allen–Cahn equation we presented is based on the theory of regularity structures developed in [Hai14]. Alternative approaches include paracontrolled calculus [GIP15, CC18] and a Wilsonian renormalisation group [Kup16]. The large-deviation results are from [HW15].

Regularity structures have been successfully applied to several other equations, including the KPZ equation [Hai13, HS17] and its generalisations to polynomial nonlinearities [HQ18], the continuum parabolic Anderson model [HL15], the Navier–Stokes equation [ZZ15b], the motion of a random string on a curved surface [Hai15a], the FitzHugh–Nagumo SPDE [BK16], the dynamical Sine–Gordon model [HS16], the heat equation driven by space-time fractional noise [Dey16], reaction-diffusion equations with a fractional Laplacian [BK17], and the multiplicative stochastic heat equation [HL18]. Recent progress on the theory includes a systematic approach to renormalisation [CH16, BHZ18, BCCH17] based on BPHZ-renormalisation, see also [Hai17, BGHZ19].
Appendix A

Potential theory for reversible Markov chains

A.1 First-hitting time and capacity

Consider a reversible Markov chain on a finite set $\mathcal{X}$, with transition probabilities $p(x, y)$ and invariant probability measure $\pi$. Reversibility means that

$$\pi(x)p(x, y) = \pi(y)p(y, x) \quad \forall x, y \in \mathcal{X},$$

which is equivalent to the transition matrix $P = (p(x, y))_{x, y \in \mathcal{X}}$ being self-adjoint with respect to the $L^2(\mathcal{X}, \pi)$ inner product

$$\langle f, g \rangle_\pi := \sum_{x \in \mathcal{X}} \pi(x)f(x)g(x).$$

The generator of the chain is given by

$$(Lg)(x) := \sum_{y \in \mathcal{X}} p(x, y)[f(y) - f(x)],$$

and is also self-adjoint in $L^2(\mathcal{X}, \pi)$.

Fix a nonempty set $A \subset \mathcal{X}$ and let $w_A(x)$ be the first-hitting time of $A$. It satisfies the Poisson boundary value problem

$$\begin{cases} (Lw_A)(x) = -1 & x \in A^c, \\ w_A(x) = 0 & x \in A. \end{cases}$$

The solution of this problem can be written as

$$w_A(x) = \sum_{x \in A^c} G_{A^c}(x, y),$$

where the Green function (or fundamental matrix) $G_{A^c} = L_{A^c}^{-1}$ is the inverse of the restriction of the generator $L$ to $A^c$.

Fix now two disjoint nonempty sets $A, B \subset \mathcal{X}$ and let $h_{AB}(x)$ be

$$h_{AB}(x) := \mathbb{P}_x\{\tau_A < \tau_B\}.$$
be the committor function (or equilibrium potential), where $\tau_A$ is the first-hitting time of $A$. It satisfies the Dirichlet boundary value problem
\[
\begin{cases}
(Lh_{AB})(x) = 0 & x \in (A \cup B)^c, \\
h_{AB}(x) = 1 & x \in A, \\
h_{AB}(x) = 0 & x \in B.
\end{cases}
\]
The equilibrium measure is defined by
\[
e_{AB}(x) := -(Lh_{AB})(x) \quad \forall x \in A.
\]

**Proposition A.1.1.** The committor has the representation
\[
h_{AB}(x) = -\sum_{y \in A} G_{B^c}(x, y)e_{AB}(y) \quad \forall x \in (A \cup B)^c.
\]

**Proof:** The restriction of $Lh_{AB}$ to $B^c$ satisfies
\[
L_{B^c}\begin{pmatrix} h_{AB} \\ 1 \end{pmatrix} = \begin{pmatrix} 0 \\ -e_{AB} \end{pmatrix}
\]
where the upper part of the vectors represents elements of $(A \cup B)^c$, and the lower part elements of $A$. Multiplying on the left by $G_{B^c} = L_{B^c}^{-1}$ yields the result.

The capacity is defined by
\[
\text{cap}(A, B) := \sum_{x \in A} \pi(x)e_{AB}(x). \tag{A.1.1}
\]

As a consequence, $\nu_{AB}(x) = e_{AB}(x)/\text{cap}(A, B)$ defines a probability measure on $A$.

**Lemma A.1.2.** The capacity admits the two equivalent representations
\[
\text{cap}(A, B) = \langle h_{AB}, -Lh_{AB} \rangle_\pi, \\
\text{cap}(A, B) = \frac{1}{2} \sum_{x, y \in X} \pi(x) p(x, y) [h_{AB}(x) - h_{AB}(y)]^2.
\]

**Proof:** For the first identity, we write
\[
\langle h_{AB}, -Lh_{AB} \rangle_\pi = \sum_{x \in A \cup B \cup (A \cup B)^c} \pi(x) h_{AB}(x)(-Lh_{AB})(x).
\]
Since $h_{AB}(x) = 1$ in $A$, while $h_{AB}(x) = 0$ in $B$ and $Lh_{AB}(x) = 0$ in $(A \cup B)^c$, we recover (A.1.1). The second identity is a consequence of summation by parts (or discrete Green’s identity). Indeed,
\[
\langle h_{AB}, -Lh_{AB} \rangle_\pi = \sum_{x, y \in X} \pi(x) p(x, y) h_{AB}(x) [h_{AB}(x) - h_{AB}(y)]
\]
\[
= \sum_{x, y \in X} \pi(x) p(x, y) \left[ \frac{1}{2} h_{AB}(x)^2 - h_{AB}(x) h_{AB}(y) + \frac{1}{2} h_{AB}(y)^2 \right]
\]
\[
= \sum_{x, y \in X} \pi(x) p(x, y) \left[ \frac{1}{2} h_{AB}(x)^2 - h_{AB}(x) h_{AB}(y) + \frac{1}{2} h_{AB}(y)^2 \right],
\]
where we have used reversibility and a permutation of summation indices to replace $x$ by $y$ in the last term.
The main result making the potential-theoretic approach work is the following link between expected hitting times and capacity.

**Theorem A.1.3.** For any disjoint sets $A, B \subset \mathcal{X}$, one has

$$
\mathbb{E}^{\nu_{AB}}[\tau_B] := \sum_{x \in A} \nu_{AB}(x)w_B(x) = \frac{1}{\text{cap}(A, B)} \sum_{x \in B} \pi(x)h_{AB}(x).
$$

**Proof:** We have the identity

$$
\sum_{x \in A} \pi(x)e_{AB}(x)w_B(x) = -\sum_{x \in A} \sum_{y \in B} \pi(x)G_{Bc}(x,y)e_{AB}(x)
$$

$$
= -\sum_{y \in Bc} \sum_{x \in A} \pi(y)G_{Bc}(y,x)e_{AB}(x) = \sum_{y \in Bc} \pi(y)h_{AB}(y).
$$

Dividing on both sides by the capacity yields the result. \qed

### A.2 Dirichlet principle

Define the **Dirichlet form** (or energy) by

$$
\mathcal{E}(f) := \langle f, -Lf \rangle_\pi = \frac{1}{2} \sum_{x,y \in \mathcal{X}} \pi(x)p(x,y)[f(x) - f(y)]^2.
$$

We associate with it the bilinear form

$$
\mathcal{E}(f,g) := \frac{1}{2} \sum_{x,y \in \mathcal{X}} \pi(x)p(x,y)[f(x) - f(y)][g(x) - g(y)].
$$

Note that the polarisation identity and self-adjointness yield

$$
\mathcal{E}(f,g) = \frac{1}{4}(\mathcal{E}(f + g) - \mathcal{E}(f - g)) = \frac{1}{2}(\langle f, -Lg \rangle_\pi + \langle g, -Lf \rangle_\pi) = \langle f, -Lg \rangle_\pi.
$$

By the Cauchy–Schwarz inequality (and reversibility), we have

$$
\mathcal{E}(f,g)^2 \leq \mathcal{E}(f)\mathcal{E}(g). \quad (A.2.1)
$$

Furthermore, Lemma A.1.2 shows that

$$
\text{cap}(A,B) = \mathcal{E}(h_{AB}).
$$

**Proposition A.2.1** (Dirichlet principle). We have

$$
\text{cap}(A,B) = \min_{h \in \mathcal{H}_{AB}} \mathcal{E}(h),
$$

where $\mathcal{H}_{AB} = \{ h : \mathcal{X} \to [0,1] : h_A = 1, h_B = 0 \}$. The minimum is reached in $h = h_{AB}$.

**Proof:** Pick any $h \in \mathcal{H}_{AB}$ and observe that

$$
\mathcal{E}(h,h_{AB}) = \langle h, -Lh_{AB} \rangle_\pi = \sum_{x \in \mathcal{X}} \pi(x)h(x)(-Lh_{AB})(x)
$$

$$
= \sum_{x \in A} \pi(x)(-Lh_{AB})(x)
$$

$$
= \sum_{x \in A} \pi(x)e_{AB}(x)
$$

$$
= \text{cap}(A,B),
$$

where $\mathcal{H}_{AB}$ is the set of all functions $h : \mathcal{X} \to [0,1]$ that are equal to 1 on set $A$ and 0 on set $B$. The minimum is reached in $h = h_{AB}$. \qed
where we have used the boundary conditions for \( h \) and the fact that \( h_{AB} \) vanishes in \((A \cup B)^c\) to obtain the second line. The Cauchy–Schwarz inequality (A.2.1) yields

\[
\text{cap}(A, B)^2 = \mathcal{G}(h, h_{AB})^2 \leq \mathcal{G}(h) \mathcal{G}(h_{AB}) = \mathcal{G}(h) \text{cap}(A, B)
\]

and hence \( \text{cap}(A, B) \leq \mathcal{G}(h) \). We already know that equality is reached for \( h = h_{AB} \).

\[\square\]

### A.3 Thomson principle

The Thomson principle provides a complementary variational principle for the capacity. It comes in two versions.

**Proposition A.3.1** (Thomson principle, super-harmonic version). We have

\[
\text{cap}(A, B) = \max_{h \in \mathcal{H}_{AB}} \left( \frac{\sum_{x \in A} \pi(x) (-Lh(x))^2}{\mathcal{G}(h)} \right),
\]

where \( \mathcal{H}_{AB} = \{ h : \mathcal{X} \rightarrow [0, 1] : (Lh)(x) \leq 0 \ \forall x \in B^c \} \). The maximum is reached for \( h = h_{AB} \).

**Proof:** Pick \( h \in \mathcal{H}_{AB} \). We have

\[
\mathcal{G}(h, h_{AB}) = (-Lh, h_{AB})_{\pi} = \sum_{x \in \mathcal{X}} \pi(x)(-Lh)(x)h_{AB}(x).
\]

Since \( \pi, -Lh \) and \( h_{AB} \) are non-negative, we obtain

\[
\mathcal{G}(h, h_{AB}) \geq \sum_{x \in A} \pi(x)(-Lh)(x) \geq 0.
\]

It follows from the Cauchy–Schwarz inequality that

\[
\left( \sum_{x \in A} \pi(x)(-Lh)(x) \right)^2 \leq \mathcal{G}(h, h_{AB})^2 \leq \mathcal{G}(h) \text{cap}(A, B).
\]

This proves the inequality, while (A.1.1) shows that equality is again reached for \( h = h_{AB} \). \( \square \)

The second version involves the notion of (discrete) unit flow.

**Definition A.3.2** (Unit AB-flow). A unit AB-flow is a map \( \varphi : \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R} \) satisfying

- **antisymmetry:** \( \varphi(x, y) = -\varphi(y, x) \) for all \( x, y \in \mathcal{X} \);
- **compatibility with \( p \):** if \( p(x, y) = 0 \), then \( \varphi(x, y) = 0 \);
- **Kirchhoff’s law (divergence-freeness):**
  \[
  (\text{div } \varphi)(x) := \sum_{y \in \mathcal{X}} \varphi(x, y) = 0 \quad \forall x \in (A \cup B)^c ;
  \]
- **unit intensity:**
  \[
  \sum_{x \in A} (\text{div } \varphi)(x) = 1 = -\sum_{x \in B} (\text{div } \varphi)(x) .
  \]

We denote by \( \mathcal{L}_{AB}^1 \) the set of unit AB-flows.
One should think of $\varphi$ as being defined on the edges of the graph associated with $P$ (i.e., the $(x,y)$ on which $p(x,y) > 0$).

A special role is played by the harmonic unit flow

$$q_{AB}(x,y) := \frac{\pi(x)p(x,y)}{\text{cap}(A,B)}[h_{AB}(x) - h_{AB}(y)].$$

**Lemma A.3.3.** $q_{AB}$ is a unit $AB$-flow.

**Proof:** $q_{AB}$ is clearly antisymmetric and compatible with $p$. It is divergence-free, since for all $x \in (A \cup B)^c$,

$$(\text{div} \, q_{AB})(x) = \frac{\pi(x)}{\text{cap}(A,B)} \sum_{y \in X} p(x,y)[h_{AB}(x) - h_{AB}(y)] = \frac{\pi(x)}{\text{cap}(A,B)}(-Lh_{AB})(x) = 0.$$

Finally, it has unit intensity, because

$$\sum_{x \in \mathcal{A}} (\text{div} \, q_{AB})(x) = \frac{1}{\text{cap}(A,B)} \sum_{x \in \mathcal{A}} \pi(x)(-Lh_{AB})(x)$$

$$= \frac{1}{\text{cap}(A,B)} \sqrt{\text{cap}(A,B)\mathcal{D}(h_{AB})} = 1$$

by Proposition A.3.1. The analogous statement for $B$ holds by a discrete version of the divergence theorem.

We now define a bilinear form $\mathcal{D}$ on the set of unit $AB$-flows by

$$\mathcal{D}(\varphi, \psi) := \frac{1}{2} \sum_{x,y \in X} \frac{1}{\pi(x)p(x,y)} \varphi(x,y)\psi(x,y),$$

and introduce the shortcut $\mathcal{D}(\varphi, \varphi) := \mathcal{D}(\varphi)$. Again, the Cauchy–Schwarz inequality applies, yielding

$$\mathcal{D}(\varphi, \psi)^2 \leq \mathcal{D}(\varphi)\mathcal{D}(\psi).$$

**Proposition A.3.4 (Thomson principle, unit flow version).** We have

$$\text{cap}(A,B) = \max_{\varphi \in \mathcal{U}_{AB}^1} \frac{1}{\mathcal{D}(\varphi)}.$$

The maximum is reached for $\varphi = q_{AB}$.

**Proof:** For a function $h : \mathcal{X} \to \mathbb{R}$, define the flow

$$\Psi_h(x,y) := \pi(x)p(x,y)[h(x) - h(y)].$$

Then $q_{AB} = \Psi_{h_{AB}} / \text{cap}(A,B)$. Thus $\Psi_{h_{AB}}$ is a (non-unit) $AB$-flow, and we find

$$\mathcal{D}(\Psi_{h_{AB}}) = \frac{1}{2} \sum_{x,y \in X} \frac{1}{\pi(x)p(x,y)} \Psi_{h_{AB}}(x,y)^2$$

$$= \frac{1}{2} \sum_{x,y \in X} \pi(x)p(x,y)[h_{AB}(x) - h_{AB}(y)]^2$$

$$= \text{cap}(A,B).$$
By bilinearity, we have
\[ \mathcal{D}(\varphi_{AB}) = \frac{1}{\text{cap}(A, B)}. \]

Furthermore, given any unit $AB$-flow $\varphi$, we obtain
\[
\mathcal{D}(\Psi_{h,AB}, \varphi) = \frac{1}{2} \sum_{x,y \in \mathcal{X}} [h_{AB}(x) - h_{AB}(y)] \varphi(x,y)
\]
\[
= \sum_{x,y \in \mathcal{X}} h_{AB}(x) \varphi(x,y)
\]
\[
= \sum_{x \in A} \sum_{y \in \mathcal{X}} \varphi(x,y) + \sum_{x \in (A \cup B)^c} h_{AB}(x) \sum_{y \in \mathcal{X}} \varphi(x,y)
\]
\[
= \sum_{x \in A} (\text{div} \varphi)(x) + \sum_{x \in (A \cup B)^c} h_{AB}(x) (\text{div} \varphi)(x) = 0
\]
\[
= 1.
\]

The Cauchy–Schwarz inequality thus yields
\[
1 = \mathcal{D}(\Psi_{h,AB}, \varphi)^2 \leq \mathcal{D}(\Psi_{h,AB}) \mathcal{D}(\varphi) = \text{cap}(A, B) \mathcal{D}(\varphi),
\]
showing that $\text{cap}(A, B) \geq 1/\mathcal{D}(\varphi)$ as required. \qed

### A.4 Bibliographical notes

A comprehensive account of the potential-theoretic approach to reversible Markov chains is given in [BdH15, Sections 7.1 and 7.3]. An overview can also be found in [Slo12b].

Let us mention that there exists an improved version of the Thomson principle, called the Berman–Konsowa principle [BK90]. The fact that the Berman–Konsowa principle is sharper than the Thomson principle is a consequence of Jensen’s inequality, as shown in [Slo12a]. An extension of the Berman–Konsowa principle to continuous-space Markov chains has been obtained in [dHJ16].


