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Abstract—This paper studies the asymptotic properties of average area spectral efficiency (ASE) of a downlink cellular network in the limit of very dense base station (BS) and user densities. This asymptotic analysis relies on three assumptions: (1) interference is treated as noise; (2) the BS locations are drawn from a Poisson point process; (3) the path loss function is bounded above satisfying mild regularity conditions. We consider three possible definitions of the average ASE, all of which give units of bits per second per unit bandwidth per unit area. When there is no constraint on the minimum operational signal-to-interference-plus-noise ratio (SINR) and instantaneous full channel state information (CSI) is available at the transmitter, the average ASE is proven to saturate to a constant, which we derive in a closed form. For the other two ASE definitions, wherein either a minimum SINR is enforced or CSI is not available, the average ASE is instead shown to collapse to zero at high BS density. We provide several familiar case studies for the class of considered path loss models, and demonstrate that our results cover most previous models and results on ultradense networks as special cases.

I. INTRODUCTION

The reuse of spectrum across space, called frequency or spatial reuse, is historically the most important attribute of terrestrial wireless networks. Installing new cellular or wireless LAN infrastructure is expected to generate spatial reuse, whereby the time and frequency resources can be reused across smaller spatial scales. A major question within this context is whether this will indefinitely bring higher overall data throughputs in the network. The area spectral efficiency (ASE), defined as the sum of the maximum data rate per unit area per unit bandwidth [2], has historically increased about linearly with the number of base stations (BSs): doubling the number of BSs about doubles the sum throughput the network supports in a given area. This has often been referred to as “cell splitting gain” or “densification gain” and has been the most significant driver in increased wireless data rates over the last few decades [3], [4], and is expected to continue to drive gains for the foreseeable future as well [5]. The aim of the present paper is to clarify what can in fact be expected in terms of average ASE under densification. This is done by the definition of a general model allowing one to study the asymptotic behavior of ASE under broad conditions.
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A. Related Work

The study of dense wireless network capacity has a rich history, in particular for the case of ad hoc multihop networks. The seminal result of Gupta and Kumar [6] showed that the transport capacity of an infrastructure-less network increases with the number of nodes \( n \) roughly as \( \sqrt{n} \), assuming a given node wishes to transmit with a randomly selected other node. Many subsequent results extended this “scaling law” approach to a wide variety of models and communication techniques, well summarized in [7]. A main intuition from these results is that the best network-wide throughput scaling is achieved by short-range local communication coupled with multi-hopping towards the intended receiver, a form of spatial reuse. A key subsequent paper showed that this square-root scaling is a fundamental property of the electromagnetic propagation [8], thus attempts to improve the scaling law through exotic communication strategies would be futile.

To obtain mathematically tractable results on wireless network performance without resorting to scaling laws, stochastic geometry [9]–[12] has emerged as a key toolset, in particular for deriving the signal-to-interference-plus-noise ratio (SINR) distribution and related metrics, as achieved for ad hoc networks in [13], [14]. One of the key conclusions of early stochastic geometry results for cellular networks such as [15], [16] was that the SINR distribution is insensitive to the BS density, once the network is interference-limited. This indicated that the average ASE should increase linearly with the BS density: an encouraging result. Both [15], [16], as well as most prior and subsequent literature including the aforementioned scaling laws results, use a standard power-law path loss function of the form \( L(r) = c_0 r^{-\eta} \), where \( r \) is the distance, \( c_0 = L(1) \) is a constant, and \( \eta > 2 \) is the path loss exponent.

However, other more recent works have shown that when adopting more realistic bounded path loss models, different and much more pessimistic trends can be derived or observed for average ASE under densification [17]–[24]. The current situation can be summarized by saying that one finds in the literature the whole spectrum of asymptotic behaviors for ASE ranging from linear growth to collapse. The reasons behind having different asymptotic behaviors are mainly due to the used path loss model and the used metric to measure the average ASE. Different assumptions regarding the channel state information (CSI) availability and minimum operational SINR have been used in the literature, and changing these assumptions might lead to a totally different scaling law. Hence, we dedicate Section III to rigorously defining the aver-
average ASE under different assumptions for the CSI availability and the minimum operational SINR required for a successful transmission.

Regarding the path loss model, it is well understood that the pole at the origin of the standard power-law model creates a scale-free cellular SIR which is the basis for the linear ASE growth alluded to above. It is also well understood that this standard power-law path loss model has important shortcomings in the context of the modeling of dense networks: first, it does not accurately model received powers for short distances, and second, it is intractable for $\eta = 2$. The more realistic bounded path loss models alluded to above, which are the main focus of the present paper, are hence much more natural within the context of ultra-densification. To avoid distracting the readers by listing the different path loss models used in the literature and the different definitions of the ASE, we discuss the results available in the literature and connect them with the results in this work in Section V.

B. Contributions

The main contribution of the paper is a general answer to the question of how average ASE scales in a cellular network with very large density. We start by formally defining the average ASE using the Shannon rate, with the important but common caveat that interference is treated as noise. We further provide two alternative definitions that add practical constraints regarding the minimum operational SINR and the availability of the channel state information at the transmitters. We then define a broad class of bounded path loss models that would appear to capture all currently used and physically viable propagation models. This broad class, which is assumed throughout the paper, is defined by three simple mathematical properties, the most important being boundedness. Then, under a Poisson point process (PPP) assumption regarding the spatial distribution of the BSs and a general small-scale fading model, we derive the following properties on the asymptotics of the different definitions of the ASE when the BS density grows large.

Assuming that there is no constraint on the minimum operational SINR, and that the transmitter can send at the Shannon rate – which implies that perfect instantaneous CSI is available at the transmitter – we prove that the average ASE saturates to a constant, which is $L_0/2\pi \ln(2)\gamma$, where $L_0$ and $\gamma$ are constants determined by the path loss function $L(r)$, namely $L_0 < \infty$ is the path loss at $r = 0$, and $\gamma \equiv \int_0^\infty rL(r)dr$. However, under the same set of assumptions, when either a minimum operational SINR is required, or the CSI is not fully available, then the average ASE tends to zero when the BS density tends to infinity.

The rest of the paper is organized as follows. In Section II, we present the system model. In Section III, we present the different definitions of the ASE and discuss the intuition behind each one of them. Section IV is the main technical section of the paper, where we derive expressions for the average ASE. Case studies with discussions are presented in Section V, before the conclusion and future work in Section VI.

Notation: $\mathbb{I}\{\cdot\}$ is the indicator function which takes the value 1 if the statement $\{\cdot\}$ is true and takes the value 0 otherwise, $\mathbb{R}$ is the set of real numbers, $\mathbb{Z}$ is the set of integers, $\mathbb{R}_+$ is the set of non-negative real numbers, and $\mathbb{R}_+^*$ is the set of strictly positive real numbers.

II. System Model

We consider a downlink cellular network where the BSs are spatially distributed as a homogeneous PPP $\Phi$ with intensity $\lambda$. The users are spatially distributed according to an independent stationary point process, with intensity $\lambda_u \gg \lambda$ such that each BS has at least one user to serve with probability one. In other words, we assume that all BSs are continually transmitting. The small scale fading $h$ is assumed to be distance independent with a unit mean but with arbitrary distribution. All channel fading variables are assumed to be independent and identically distributed (i.i.d.). Closest BS association is assumed and all BSs and users are equipped with a single omni-directional antenna.

Since we are interested in the scaling laws with $\lambda$, we assume that $\lambda_u$ scales linearly with $\lambda$ such that all BSs have at least one user to serve with probability one. Moreover, we assume that each BS schedules its users on orthogonal resource blocks such that one user is associated with every BS in a given resource block. Hence, the users do not suffer from intra-cell interference, but they are still affected by the interference from other cells. Based on this, the intensity of active users in a given resource block is equal to $\lambda$.

Propagation Model. The large scale channel gain is captured by the path loss function $L(r)$. We focus on a broad class of path loss models that are physically reasonable. First, we assume that $L(0) = L_0$ is the average transmit power directly at the antenna, hence $L_0$ is a finite constant. Moreover, we assume that $L(r) \leq L_0 \forall r \in \mathbb{R}_+$, which means that at any distance, the average received power cannot be higher than the average transmit power present at the antenna itself. Note that assuming $L(r) \leq L_0 \forall r \in \mathbb{R}_+$ is much weaker than requiring $L(r)$ to be decreasing with the distance. Hence, this assumption is quite general and includes cases where the path loss is not deterministic with the distance, such as the common situation where depending on a random link state (e.g. LoS or NLoS), different path loss attenuation functions are activated [20], [25], [26].

Finally, we require that the total average received power $P_{\text{avg}}$ at the origin (or any arbitrary point in the network) in the network to be finite. This requirement can be mathematically distilled as

$$P_{\text{avg}} = \mathbb{E}\left[\sum_{r_i \in \Phi} h_i L(r_i)\right] = \mathbb{E}\left[\sum_{r_i \in \Phi} L(r_i)\right] = 2\pi \lambda \int_0^\infty rL(r)dr = 2\pi \lambda \gamma,$$

where $\gamma = \int_0^\infty rL(r)dr$. To obtain this, we used the fact that the small scale fading has unit mean, and then Campbell’s theorem [9] to get the last equality. Hence, we assume that
\(\gamma\) is finite. In other words, the path loss function has to be integrable over \(\mathbb{R}^2\). Note that given the first (boundedness) and the second (non-increasing) requirements, the third puts a restriction on how fast \(L(\cdot)\) drops to zero. In fact, if the path loss model is bounded but the integral in (1) is not finite, then the received interference at any point in the network is infinite almost surely and not only on average \([11, \text{Theorem 4.6}]\). For example, \(L(r) = (1+r)^{-\eta}\) satisfies the first two requirements for all \(\eta \geq 0\), but \(\eta\) has to be larger than 2 in order for the last condition to be satisfied. But, it is well-known that for the case of \(\eta \leq 2\), the interference at any point in the network is infinite almost surely \([11, \text{Section 5.1}]\). However, this is only true for bounded path loss functions. If the path loss is not bounded, then it is possible to have a finite interference almost everywhere in the network, but on average the received interference has an infinite mean as in the case of the power-law path loss \(L(r) = r^{-\eta}\) with \(\eta > 2\). The scaling laws in this case are totally different from the laws derived in this work \([15], [27]\).

We formalize the preceding discussion with a definition of physically feasible path loss models.

**Definition 1.** (Physically feasible path loss) Physically feasible path loss models are the family of path loss functions \(L(r)\) with the following properties:

1. \(L_0 = L(0) \in \mathbb{R}_+\).
2. \(L(r) \leq L_0\) \(\forall r \in \mathbb{R}_+\).
3. \(\gamma = \int_0^\infty r L(r)dr \in \mathbb{R}_+^\ast\).

To summarize concisely the rationale for these three conditions: 1) ensures that the transmit power is finite, 2) ensures that on average we cannot receive more power than was transmitted, and 3) states that the average received power at any point from all BSs in the network is finite. Hence, we conclude that it is impossible to construct an empirically verifiable path loss model which violates any of these three conditions in Definition 1. Unsurprisingly, the path loss models adopted in 3GPP standards, both for the conventional Sub6 GHz \([28]\) as well as in the mmWave bands \([29]\), along with a great many other common path loss models, satisfy the aforementioned requirements as we will show in Sect. V. Throughout this work, all results are for this class of physically feasible path loss models, unless otherwise stated. Moreover, we allow for any general small-scale fading model as long as it has finite mean, for simplicity we assume unit mean\(^1\). Note that if \(L(\cdot)\) is not deterministic with the distance, then \(\gamma\) in Definition 1 is equal to \(\mathbb{E} \left[ \int_0^\infty r L(r)dr \right] \), where the expectation is with respect to the randomness in \(L(\cdot)\).

**SINR.** We derive the performance of a user located at the origin. According to Slivnyak’s theorem \([10]\), there is no loss of generality in this assumption, and the evaluated performance represents the average performance for all the users in the network. Based on our system model, the SINR for the typical user is

\[
\text{SINR} = \frac{h_0 L(r_0)}{\sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i) + N_0},
\]

where \(N_0\) is the noise power, \(h_0 (h_i)\) and \(r_0 (r_i)\) are the channel small scale fading power and the distance between the tagged user and the serving \((i)\) interfering BS, respectively. Hence, we focus on the case where the network interference is treated as noise which is the baseline practice even in 5G systems. The same assumption was made in \([2]\), where the ASE was proposed.

However, treating interference as noise inherently assumes that the interference does not have any structure, while it actually has a structure that can be exploited to decode the desired messages \([30]\). From a decoding perspective, treating interference as noise is only known to be optimal for the sum rate in the case of a weak interference channel (the desired signal power is much larger than the interfering signals). For the other cases, joint decoding or successive interference cancellation (SIC) are known to achieve better rates than treating interference as noise \([31]\). If we add possible cooperation between the BSs, then multiple BSs could cooperate to serve an edge user in addition to their own users. However, such a cooperation complicates the analysis and might lead to losing tractability. An attempt to solve a similar problem can be found in \([32]\) by just considering coordination between two BSs, but the resulting expressions are complicated and it is hard to identify the asymptotics from them. Hence, we continue with treating interference as noise and we postpone considering more advanced decoding or cooperative techniques, as in \([32]\)–\([36]\), for future work. Before delving into the analysis, we formally introduce different definitions of the ASE in the next section and discuss the intuition and the physical meaning behind them.

### III. THROUGHPUT PERFORMANCE METRICS

The average ASE has been widely used to study different trade-offs in cellular networks and as a measure of the total network throughput. The definition in \([2]\) is based on the sum of the spectral efficiency (Shannon limit) of the users per unit area:

\[
\mathbb{E} [\mathcal{E}(N)] = \frac{1}{|\mathcal{A}|} \sum_{k=1}^N \mathbb{E} [\log_2(1 + \text{SINR}_k)],
\]

where \(\mathcal{A}\) is the considered area, \(N\) is the number of users within \(\mathcal{A}\), and \(\log_2(1 + \text{SINR}_k)\) is the spectral efficiency in bps/Hz. Then by averaging over different fading realizations, we get the expression in (3). Note that the used Shannon limit formula \(\log_2(1 + \text{SINR}_k)\) assumes Gaussian interference, which is not true in our case since the interference is typically dominated by near BSs. Hence, the central limit theorem does not apply. However, Gaussian interference is the worst-case scenario for capacity calculations under the assumption of point-to-point coding and decoding (no BS cooperation), as mentioned earlier \([2], [37]\).

\(^1\)The analysis can be easily extended to the non-unit mean fading distributions by taking the mean as a common factor in the SINR expression in (2). Hence, it is equivalent to considering unit mean distributions with a scaled noise power.
Moreover, there is randomness in the BSs/users locations and in the small-scale fading in our case. But since the SINR distribution seen by the typical user at the origin represents the stationary distribution of all users in the network, and since the channels are assumed to be i.i.d., then after averaging over different network and fading realizations, the definition (3) simplifies to the following:

\[ \mathbb{E}[\mathcal{E}(\lambda)] = \lambda \mathbb{E}^\mu [\log_2(1 + \text{SINR})], \]  

(4)

where \(\mathbb{E}^\mu[\cdot]\) is the Palm expectation with respect to the users’ point process \([10]\). However, since we are focusing on a user located at the origin, the Palm expectation is reduced to the (stationary) expectation \(\mathbb{E}[..]\) due to Slivnyak’s theorem \([10]\). Note that \(\lambda\) appears in (4) because the density of active users using a given resource block is the same as the density of BSs as discussed in Section II. Hence, we adopt the following definition of the average ASE.

**Definition 2. (ASE)** The average ASE is defined as:

\[ \mathbb{E}[\mathcal{E}(\lambda)] = \lambda \mathbb{E}[\log_2(1 + \text{SINR})]. \]

(5)

The average ASE definition in this form has been used in \([18], [21], [22], [38], [39]\). However, it assumes that the system can work with any arbitrarily small SINR, which may not be feasible in practice. Hence, a second definition was used in \([20], [40]\), which adds a constraint on the minimum operational SINR \(\theta_0\) as in the next definition.

**Definition 3. (Constrained ASE)** The average constrained ASE is defined as:

\[ \mathbb{E}[\mathcal{E}'(\lambda, \theta_0)] = \lambda \mathbb{E}[\log_2(1 + \text{SINR})|\text{SINR} \geq \theta_0]. \]

(6)

In addition, a third definition called the average potential throughput, was proposed in \([19]\), and then used in \([17], [18], [21], [41], [42]\), to study the average ASE in cellular networks as the following:

**Definition 4. (Potential throughput)** The average potential throughput is defined as:

\[ \mathbb{E}[\mathcal{R}(\lambda, \theta_0)] = \lambda \log_2(1 + \theta_0) \mathbb{P}[\text{SINR} \geq \theta_0]. \]

(7)

The average potential throughput captures the case where the channel state information is not available at the transmitter, hence it transmits with a constant rate and then the messages follow:

\[ \text{hence it transmits with a constant rate and then the messages} \]

are only decodable at the receiver if the SINR is larger than some threshold \(\theta_0\). Which means that high SINR values are not exploited, and if the SINR is small, then the link is in complete outage. The three different definitions are related as follows:

\[ \mathbb{E}[\mathcal{R}(\lambda, \theta_0)] = \mathbb{E}[\lambda \log_2(1 + \theta_0) \mathbb{I}\{\text{SINR} \geq \theta_0\}] \]

\[ \leq \mathbb{E}[\lambda \log_2(1 + \text{SINR}) \mathbb{I}\{\text{SINR} \geq \theta_0\}] \]

\[ = \mathbb{E}[\mathcal{E}'(\lambda, \theta_0)] \]

\[ \leq \mathbb{E}[\lambda \log_2(1 + \text{SINR})] = \mathbb{E}[\mathcal{E}(\lambda)]. \]

Hence \(\mathbb{E}[\mathcal{R}(\lambda, \theta_0)] \leq \mathbb{E}[\mathcal{E}'(\lambda, \theta_0)] \leq \mathbb{E}[\mathcal{E}(\lambda)]\) for all \(\theta_0 \geq 0\). In all cases, the BSs are assumed to always have messages to transmit to their users.

It was shown in \([18]\) that adopting different definitions can lead to different insights on the network performance. The aim of this work is to study all of them in a unified framework. In the next section, we study the asymptotic value of the average ASE under fairly general assumptions.

**IV. PERFORMANCE ANALYSIS**

In this section, we analyze the asymptotic behavior of cellular networks in terms of the average ASE when the BS density is high. Note that due to the boundedness of \(L(\cdot)\), the numerator of the SINR defined in (2) is bounded on average. However, the denominator can get arbitrarily large by increasing the BS density. Hence, the SINR approaches zero for high BS density. For completeness, we prove this in the next lemma.

**Lemma 1.** When \(\lambda \to \infty\), the SINR as defined in (2) tends to zero a.s.

*Proof.** Refer to Appendix A. \(\square\)

Next, we study the average ASE as defined in (5) since it is the more general metric and then we move to the average constrained ASE (6) and the average potential throughput (7). We start with the following lemma which provides a lower bound on the ASE.

**Lemma 2.** The asymptotic average ASE is lower bounded by

\[ \lim_{\lambda \to \infty} \mathbb{E}[\mathcal{E}(\lambda)] \geq \frac{L_0}{2\pi \ln(2)\gamma}. \]

(8)

*Proof.* Let \(\lambda = k\lambda_0\), where \(k \in \mathbb{Z}_+\) and \(\lambda_0 \in \mathbb{R}_+\). We are interested in \(\lim_{k \to \infty} \mathcal{E}(k\lambda_0)\) which is found by the following

\[ \lim_{k \to \infty} \mathcal{E}(k\lambda_0) = \lim_{k \to \infty} \lambda_0 k \log_2(1 + \text{SINR}(k\lambda_0)) = \lim_{k \to \infty} \frac{\lambda_0}{\ln(2)} k \ln(2) \ln(2) \gamma \]

(9)

\[ = \frac{h_0 L_0}{\ln(2)2\pi \gamma}, \]

(10)

\[ \mathbb{E}\left[ \lim_{k \to \infty} \mathcal{E}(k\lambda_0) \right] = \frac{L_0}{\ln(2)2\pi \gamma}. \]

(11)

where, (9) follows because the SINR approaches zero a.s when \(k \to \infty\) as we proved in Lemma 1, (10) follows from (24), and (11) follows by taking the expectation of (10) w.r.t \(h_0\) which has a unit mean. Then by using Fatou’s lemma \([43]\), the following is true

\[ \lim_{k \to \infty} \mathbb{E}[\mathcal{E}(k\lambda_0)] \geq \mathbb{E}\left[ \lim_{k \to \infty} \mathcal{E}(k\lambda_0) \right] = \frac{L_0}{\ln(2)2\pi \gamma}. \]

Note that the result is independent of \(\lambda_0\), hence we can conclude that \(\lim_{\lambda \to \infty} \mathbb{E}[\mathcal{E}(\lambda)] \geq \frac{L_0}{\ln(2)2\pi \gamma}. \) \(\square\)

The last lemma shows that the average ASE is lower bounded by a constant and does not drop to zero. However, it is more interesting to show that it holds with equality. Then we will have exact characterization of the limit and prove the existence of a densification plateau \([44]\). In the following theorem, we provide a sufficient condition that can be tested without dealing with the limit of the ASE.
Theorem 1. Let $\mathcal{I} = \sum_{r_i \in \Psi \cap B(0,r)} L(r_i) h_i$, where $\Psi$ is a
PPP with intensity $\lambda_0$. If the second negative moment of $\mathcal{I}$ is
finite for all $\lambda_0 \geq \lambda_c$, where $\lambda_c \in \mathbb{R}^+$ is a constant, then
\begin{equation}
\lim_{\lambda \to \infty} \mathbb{E}[\mathcal{E}(\lambda)] = \frac{L_0}{2\pi \ln(2)\gamma}.
\end{equation}

Proof. The sketch of the proof is as follows: In the last step of
the proof of Lemma 2, we used Fatou’s lemma to show that
\[ \lim_{k \to \infty} \mathbb{E}[\mathcal{E}(k\lambda_0)] \geq \mathbb{E}\left[ \lim_{k \to \infty} \mathcal{E}(k\lambda_0) \right]. \]
However, it holds with
equality if $\mathcal{E}(k\lambda_0)$ is uniformly integrable for all $k$. Hence, in
this proof, we show that, if the second negative moment of $\mathcal{I}$
is finite, then the uniform integrability condition is satisfied.
For more details, refer to Appendix B.

Theorem 1 shows that the average ASE converges to
a finite constant, which practically means that we cannot keep
harvesting performance gains by densifying the network; at
some point the performance will saturate. Note that Theorem
1 holds as long as the second negative moment of $\mathcal{I}$ as defined
in the theorem is finite, which is a function of the path loss
function as well as the fading distribution. In the next corollary,
we provide two sufficient conditions under which the condition
in Theorem 1 is satisfied.

Corollary 1. If any of the following is satisfied:
\begin{enumerate}
\item \[ \int_0^\infty \int_0^\infty 2\pi \lambda_0 x e^{-\pi \lambda_0 r^2 - 2\pi \lambda_0 \int_0^r x \mathbb{P}(h \geq h^*)} dx drdt \]
is finite for all $\lambda_0 \geq \lambda_c$, where $\lambda_c \in \mathbb{R}^+$ is a constant, then
the condition in Theorem 1 is satisfied.
\item \[ \int_0^\infty \int_0^\infty 2\pi \lambda_0 x e^{-\pi \lambda_0 r^2 - 2\pi \lambda_0 \int_0^r x \mathbb{P}(h \geq h^*)} dx drdt \]
is finite for all $\lambda_0 \geq \lambda_c$, where $\lambda_c \in \mathbb{R}^+$ is a constant, then
the condition in Theorem 1 is satisfied.
\end{enumerate}

Proof. The proof follows by showing that if any of these
conditions is satisfied, then $\mathcal{I}$, as defined in Theorem 1, has
a finite second negative moment. For more details, refer to
Appendix C.

The conditions in the previous Corollary are listed for the
case where $L(\cdot)$ is deterministic with the distance. Otherwise,
the expectation in the first condition and the probability in
the second condition, become with respect to $L$ in addition to
$h$. Although these conditions are general, evaluating these
integrals for each path loss function and each fading distribution
is cumbersome. Hence, in pursuit of simpler sufficient conditions,
we present the following corollary for the Rayleigh fading case.

Corollary 2. For Rayleigh fading channels (i.e. $h_i \sim \exp(1)$),
if $\exists r_0 \in \mathbb{R}^+$ and $\zeta \in \mathbb{R}^+$, such that:
\begin{enumerate}
\item $\frac{rL(r)}{L(r_0)} \geq \zeta$, $\forall r \in [r_0, \infty)$,
\item $\int_{r_0}^\infty \frac{r}{L(r_0)} e^{-\pi \lambda_0 r^2} dr$ is finite for all $\lambda_0 > \lambda_c \in \mathbb{R}^+$,
\end{enumerate}
assuming that $L(r)$ is decreasing and differentiable \forall $r \in [r_0, \infty)$, and deterministic with the distance, then the first
sufficient condition in Corollary 1 is satisfied.

Proof. The idea in this proof is to show that if these conditions
are satisfied, then the first condition in Corollary 1 is satisfied.
For more details, refer to Appendix D.

The last corollary presents simple conditions that can be
easily checked for any path loss function. Interestingly, these
conditions cover most of the bounded path loss models reported
in the literature as we will show in the next section.

In the next corollaries, we shall show that these conditions are also
sufficient for the no fading case as well as for any fading distribution
as long as it has unit mean.

Corollary 3. The sufficient conditions in Corollary 2 also hold
for the no fading case.

Proof. For the no fading case, the first condition in Corollary 2 reduces to
\begin{equation}
\mathbb{E}\left[ \frac{1}{I^2} \right] = \int_0^\infty \int_0^\infty 2\pi \lambda_0 r e^{-\pi \lambda_0 r^2 - 2\pi \lambda_0 \int_0^r x} dx drdt
\end{equation}
where (13) follows since $1 - e^{-t} \geq \frac{t}{1+t}$, $\forall t \geq 0$. Then
the proof follows as in the proof of Corollary 2.

Corollary 4. The sufficient conditions in Corollary 2 hold for
any fading model such that $\mathbb{E}[h] = 1$.

Proof. Refer to Appendix E.

Hence, the asymptotic behavior for the average ASE is
actually agnostic to the fading distribution. In other words,
fading only quantitatively affect the performance for low to
moderate densities. The conditions in Corollary 2 are for the
case of a deterministic path loss function with the distance.
However, if LoS/NLoS links are considered, then the path loss
is no longer deterministic and it depends on the state of the
link. This case is important when the network is operating
in high frequency bands (e.g. mmWave) [29], [45]. For this
specific case, we provide the following corollary.

Corollary 5. If $\exists r_0 \in \mathbb{R}^+$, $\zeta \in \mathbb{R}^*$ and a differentiable
decreasing function $L : [r_0, \infty) \to \mathbb{R}^+$ such that:
\begin{enumerate}
\item $L(r) \leq L(r_0)$ \forall $r \in [r_0, \infty)$,
\item $\frac{rL(r)}{L(r_0)} \geq \zeta$, $\forall r \in [r_0, \infty)$,
\item $\int_{r_0}^\infty \frac{r}{L(r_0)} e^{-\pi \lambda_0 r^2} dr$ is finite for all $\lambda_0 > \lambda_c \in \mathbb{R}^+$,
\end{enumerate}
Then the first sufficient condition in Corollary 1 is satisfied.

Proof. The proof is straightforward from the first sufficient
condition in Corollary 2.
\begin{equation}
\mathbb{E}\left[ \frac{1}{I^2} \right] = \int_0^\infty \int_0^\infty 2\pi \lambda_0 r e^{-\pi \lambda_0 r^2 - 2\pi \lambda_0 \int_0^r x} dx drdt
\end{equation}
where (13) follows since $1 - e^{-t} \geq \frac{t}{1+t}$, $\forall t \geq 0$. Then
the proof follows as in the proof of Corollary 5.
So far we have proved that the average ASE converges to a finite constant under fairly general assumptions. As discussed earlier, the definition of the average ASE as in (5) assumes that we can work with any arbitrary small SINR. A more practical definition is the average constrained ASE defined in (6) or perhaps the average potential throughput defined in (7) in some scenarios. In the following, we leverage the analysis of the average ASE to study the asymptotic behavior of the average constrained ASE and the average potential throughput.

Theorem 2. If the path loss function satisfies the condition in Theorem 1 (or sufficiently Corollary 5) and \( \theta_0 \geq \epsilon > 0 \), then,

\[
\lim_{\lambda \to \infty} \mathbb{E} \left[ \tilde{\mathcal{E}}(\lambda, \theta_0) \right] = 0,
\]

where \( \tilde{\mathcal{E}}(\lambda) \) is the average constrained ASE defined in (6).

Proof. Let \( \lambda = k \lambda_0 \), where \( k \in \mathbb{Z}^+ \) and \( \lambda_0 \in \mathbb{R}^+ \). Then,

\[
\lim_{k \to \infty} \mathbb{E} \left[ \tilde{\mathcal{E}}(k \lambda_0, \theta_0) \right] = \lim_{k \to \infty} \lambda_0 k \mathbb{E} \left[ \log_2(1 + \text{SINR}) \mathbb{I} \{ \text{SINR} \geq \theta_0 \} \right],
\]

\[
= \mathbb{E} \left[ \lim_{k \to \infty} \lambda_0 k \log_2(1 + \text{SINR}) \mathbb{I} \{ \text{SINR} \geq \theta_0 \} \right],
\]

\[
= \mathbb{E} \left[ \frac{L_0 \lambda_0}{2 \pi \ln(2) \gamma} \left\{ \lim_{k \to \infty} \text{SINR} \geq \theta_0 \right\} \right] = 0,
\]

where (14) follows since \( \lambda_0 k \mathbb{E} \left[ \log_2(1 + \text{SINR}) \mathbb{I} \{ \text{SINR} \geq \theta_0 \} \right] \leq \lambda_0 k \mathbb{E} \left[ \log_2(1 + \text{SINR}) \right] \) which is uniformly integrable as proved in Theorem 1. Hence, we can push the limit inside the expectation [46]. (15) follows from (24) and the fact that \( \mathbb{I} \{ x \geq \theta_0 \} \) is continuous at \( x = 0 \) under the assumption that \( \theta_0 \geq \epsilon > 0 \), and the last equality follows by using Lemma 1. Finally, since the result is independent of \( \lambda_0 \) we can conclude that

\[
\lim_{\lambda \to \infty} \mathbb{E} \left[ \tilde{\mathcal{E}}(\lambda, \theta_0) \right] = 0.
\]

Theorem 3. If the path loss function satisfies the conditions in Theorem 1 (or sufficiently Corollary 5), then for all \( \theta_0 \in \mathbb{R}_+ \),

\[
\lim_{\lambda \to \infty} \mathbb{E} \left[ \mathcal{R}(\lambda, \theta_0) \right] = 0,
\]

where \( \mathcal{R}(\lambda) \) is the average potential throughput defined in (7).

Proof. \[
\lim_{\lambda \to \infty} \mathbb{E} \left[ \mathcal{R}(\lambda, \theta_0) \right] = \lim_{\lambda \to \infty} \lambda \log_2(1 + \theta_0) \mathbb{P} \{ \text{SINR} \geq \theta_0 \},
\]

\[
= \lim_{\lambda \to \infty} \lambda \log_2(1 + \theta_0) \mathbb{E} \left[ \mathbb{I} \{ \text{SINR} \geq \theta_0 \} \right],
\]

\[
\leq \lim_{\lambda \to \infty} \lambda \mathbb{E} \left[ \log_2(1 + \text{SINR}) \mathbb{I} \{ \text{SINR} \geq \theta_0 \} \right],
\]

\[
= \lim_{\lambda \to \infty} \mathbb{E} \left[ \tilde{\mathcal{E}}(\lambda, \theta_0) \right] = 0,
\]

where (18) follows from Theorem 2 assuming \( \theta_0 \geq \epsilon > 0 \). If \( \theta_0 = 0 \), then it is clear from (17) that the limit is also zero. \( \Box \)

Hence, the average constrained ASE and the average potential throughput have completely different behaviors than the average ASE: we observe a densification plateau (it saturates to a constant) for the average ASE and a densification collapse (it drops to zero) for the average constrained ASE and the average potential throughput. From a network throughput perspective, the ASE result means that although for very high densities the SINR approaches zero, the average sum throughput of the users can still be higher than zero since there are many users in the network. In other words, the increase in the co-channel interference is fully balanced by the increase in the number of users using this channel. However, if we put a constraint on the minimum operational SINR, then many of these users will go into outage and the sum throughput of all users approaches zero.

From the users’ application layer perspective, we can have the following two scenarios. If the users’ share of the resources (bandwidth and time) is fixed, their rate gets very small when the density is high. However, the sum throughput is still non-negligible. Hence, if we have IoT devices or sensors with small data rate requirements, then the network can accommodate densification. On the other hand, if the rate demand is high (e.g. video streaming) then the network will not be able to satisfy their needs although their sum throughput is still relatively high. The second scenario is when the per user share of resources scales with the intensity, simply because more BSs means less load per BSs and bigger shares for each served user. In this case the average ASE is an indication of the per user rate. Hence, the user can benefit from densification as long as it can work with (very) small SINRs, for example through low rate codes and/or spread spectrum techniques.

Another insight from the previous theorems is that channel state information has to be available at the transmitter to be able to harvest gains from densifying the network. Theorem 3 shows that transmitting with a constant rate will drop the average potential throughput to zero regardless of how small is the rate. The previous three theorems also explain the different conclusions in the literature regarding the asymptotic average ASE: adopting different definitions with the same network model leads to totally different conclusions.

Note that the analysis in this work is based on the assumption that all BSs always have users to serve. The other case where we have a finite user density and some BSs will be idle and silent can be handled as in [21], [47]. After establishing the analytical part of this work, we move to the next section where we apply the presented theorems to the commonly used bounded path loss models in the literature and we show that the framework is general enough to cover most the used models.

V. Case Studies

A. Single-slope models

We start with the famous power-law path loss model where the power attenuation is captured by \( L(r) = Ar^{-\eta} \), where \( A \) and \( \eta \) are positive parameters [48]. This function is clearly unbounded, since \( L(r) \to \infty \) as \( r \to 0 \) which is not physically feasible. Hence it is not included in the class of functions we are considering. In fact, it was shown in [15] that the SIR distribution is independent of the BS density, a property referred to as the SIR scale-invariance, for Rayleigh fading channels, and extended later for more general fading channels [49], [50]. Hence, by checking the definitions in (5), (6), and (7), it is clear that all of these metrics will increase linearly
with the BS density. Which is a totally different scaling law than the ones we have. However, by slightly modifying this path loss function, we can get path loss functions that have the desired properties in Definition 1. Examples of such functions are \( L_1(r) = A \min(c_0, r^{-\eta}) \), \( L_2(r) = A(c_0 + r)^{-\eta} \), and \( L_3(r) = A(c_0 + r^\eta)^{-1} \), where \( c_0, \eta \), and \( A \) are positive parameters. The multi-slope path loss functions also satisfy the conditions in Corollary 5 as shown in Table I, which also includes the asymptotic average ASE and the average potential throughput decay to zero for these functions according to theorems 2 and 3.

It was shown in [53] that the average potential throughput called the ASE in that paper- decays to zero assuming path loss functions of the form of \( L_2(r) \) and \( L_3(r) \) with \( c_0 = 1 \) and Rayleigh fading channels. Hence, it agrees with our results and we further proved that this observation holds for any fading distribution. Analysis of asymptotic average ASE assuming path loss functions of the form of \( L_1(r) \), \( L_2(r) \), and \( L_3(r) \) were previously absent from the literature to the best of our knowledge.

Another interesting path loss function is \( L_4(r) = A(c_0^2 + r^2)^{-\eta/2} \) which captures the case where the elevation difference between the BSs and users is \( c_0 > 0 \) [17]. This model has the desired properties in Definition 1 and also satisfies the conditions in Corollary 5 as shown in Table I, which also includes the asymptotic average ASE under this model in a simple closed form that exactly shows how the average ASE scales with the elevation difference \( c_0 \). The work in [24] considers this model for studying the performance of ultradense cellular networks with Rayleigh fading. The authors showed that the average ASE converges to a non-zero constant in the limit of \( \lambda \to \infty \) and derived an upper bound of this constant for the special case of \( \eta = 4 \) given by \( \frac{2\sqrt{2}}{\pi \log(2)c_0^3} \).

In this work, we derive the exact value of this constant for any \( \eta \), and for any small-scale fading distribution that has a finite mean, which is given in Table I. The limit reduces to \( \frac{2\sqrt{2}}{\pi \log(2)c_0^3} \) for the special case \( \eta = 4 \). Moreover, it was argued in [24] that if the average constrained ASE is considered, then this constant depends on the chosen value of \( \theta_0 \). Our results indicate that the constrained ASE drops to zero asymptotically for any \( \theta_0 > 0 \). Interestingly, the work in [24] shows that the same behavior for the ASE holds for the case of a regular deployment of BSs (hexagonal grid).

### B. Multi-slope models

Moving to a more general path loss model, the multi-slope path loss has been widely used in the literature [19], [52], [53] and it is the baseline model in 3GPP standards [28], [29]. It can be represented as the following:

\[
L_0(r) = \sum_{i=1}^n A_i r^{-\eta_i} \cdot \mathbb{1}\{r_{i-1} \leq r < r_i\},
\]

where \( A_i, \eta_i, n, \) and \( r_i \) are positive parameters. The multi-slope path loss function captures the case where the path loss exponent \( \eta \) is also a function of the distance. The number of slopes (regions) is \( n \) with \( \eta_i \) the effective path loss exponent in the \( i \)-th region that lies between \( r_{i-1} \) and \( r_i \). More details about this path loss function are provided in [19]. Without loss of generality, we set \( r_0 \) to zero and \( r_n \) to \( \infty \) to cover the whole positive real line and we assume that \( n \) is at least 2. Moreover, we set \( \eta_1 \) to zero to make it bounded and assume that \( \eta_n > 2 \), otherwise the aggregate network interference will have an infinite average power [19]. Under these assumptions, this function has the desired properties in Definition 1, and by choosing \( \tilde{L}(r) = A_n r^{-\eta_n} \) and \( r_0 = \max(1, r_{n-1}) \), the conditions in Corollary 5 are satisfied so that the asymptotic average ASE is given by the following:

\[
\lim_{\lambda \to \infty} \mathbb{E}\left[\xi(\lambda)\right] = \frac{A_1}{2\pi \ln(2)} \times \left(\frac{A_0 r^{-\eta_0}}{2} + \frac{A_n r^{-\eta_n}}{\eta_n} + \sum_{i=2}^{n-1} A_i \left(\frac{r_{i-1}^{-\eta_i} + r_i^{-\eta_i+1}}{\eta_i - 2} + \frac{r_{i-1}^{-\eta_i} + r_{i-1}^{-\eta_i+1}}{\eta_i - 2} \right)\right)^{-1}.
\]

(19)

However, both the average potential throughput and the average constrained ASE eventually drop to zero, which agrees with the results in [19], where the authors showed that the average potential throughput drops to zero in the case of \( \eta_1 = 0 \). Note that in the case of \( n = 2 \) and \( \eta_1 = 0 \), the

### Table I: Path loss functions.

<table>
<thead>
<tr>
<th>Path loss function</th>
<th>( \lim_{\lambda \to \infty} \mathbb{E}\left[\xi(\lambda)\right] ) Parameters</th>
<th>( L(r) )</th>
<th>( r_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_1(r) = A \min(c_0, r^{-\eta}) )</td>
<td>( \frac{(n-2)c_0^{\frac{2}{n}}}{\pi n \ln(2)} )</td>
<td>( A &gt; 0, c_0 &gt; 0, \eta &gt; 2 )</td>
<td>( Ar^{-\eta} )</td>
</tr>
<tr>
<td>( L_2(r) = A(c_0 + r)^{-\eta} )</td>
<td>( \frac{n^2-3n+2}{2\pi \ln(2)c_0^{\frac{2}{n}}} )</td>
<td>( A &gt; 0, c_0 &gt; 0, \eta &gt; 2 )</td>
<td>( A(c_0 + r)^{-\eta} )</td>
</tr>
<tr>
<td>( L_3(r) = A(c_0 + r^\eta)^{-1} )</td>
<td>( \frac{n \sin(\frac{2\pi}{n})}{2\pi^2 \ln(2)c_0^{\frac{2}{n}}} )</td>
<td>( A &gt; 0, c_0 &gt; 0, \eta &gt; 2 )</td>
<td>( A(c_0 + r^\eta)^{-1} )</td>
</tr>
<tr>
<td>( L_4(r) = A(c_0^2 + r^2)^{-\eta/2} )</td>
<td>( \frac{\eta^2-2}{2\pi c_0^2 \ln(2)} )</td>
<td>( A &gt; 0, c_0 &gt; 0, \eta &gt; 2 )</td>
<td>( A(c_0^2 + r^2)^{-\eta/2} )</td>
</tr>
<tr>
<td>( L_5(r) = Ae^{-\alpha r^\beta} )</td>
<td>( \frac{\beta \alpha^\beta}{2\pi \ln(2)\Gamma\left(\frac{\beta}{\alpha}\right)} )</td>
<td>( A &gt; 0, 2 \geq \beta &gt; 0, \alpha &gt; 0 )</td>
<td>( Ae^{-\alpha r^\beta} )</td>
</tr>
</tbody>
</table>
multi-slope model reduces to $L_1(\cdot)$ given in Table 1. The authors in [23] also consider this path loss model in studying the performance of ultradense cellular networks. Under the assumptions of a small-scale fading distribution that has finite mean and a bounded multi-slope path loss model, their results show that both the average ASE and the average potential throughput asymptotically scale sub-linearly with the BS density. Specifically, they showed that $\lim_{\lambda \to \infty} \frac{E[L]}{\lambda} \to 0$ and $\lim_{\lambda \to \infty} \frac{E[\mathcal{E}(\lambda)]}{\lambda} \to 0$. Our results are inline with the findings in [23], but stronger since we proved that for large $\lambda$: $\lim_{\lambda \to \infty} E[\mathcal{E}(\lambda)] \to C$ and $\lim_{\lambda \to \infty} E[R(\lambda)] \to 0$, where $C$ is given by (19). In addition, the work in [23] considers other cases where the small-scale fading has an infinite mean and/or the path loss is unbounded, but these results are out of the scope of this paper since we focused on practical assumptions where the small-scale fading has a finite mean and the path loss is bounded.

C. Stretched exponential model

The limiting case of the multi-slope model with large number of slopes is captured by the stretched exponential path loss proposed in [18] to capture the power attenuation in urban and dense cellular networks where the signal loss is mainly due to obstructions. This path loss function takes the following form: $L_0(r) = A e^{-\alpha r^{-\eta}}$, where $A$, $\alpha$, and $\beta$ are positive parameters. This model was originally proposed in [54] as $A e^{-\alpha r^{-\eta}}$, and extended in [55] to $A e^{-\alpha r^{-\eta}} r^{-\eta}$, where $\eta$ is a positive parameter. However, it was shown in [18] that the term $r^{-\eta}$ is not effective in typical distance ranges in cellular networks (it is effective for very small distances $r < 1$), hence it was removed to maintain the boundedness of the path loss function. For more details about the intuition behind this model, refer to [18]. As shown in Table I, this model also satisfies the conditions in Corollary 5. It was proven in [18] that the average ASE saturates to a constant and the average potential throughput drops to zero for high BS densities. Our results in this work confirm that both of these observations also hold for any general fading model. In addition, we prove that the average constrained ASE also drops to zero.

D. LoS/NLoS models

We have focused so far on path loss models that are deterministic with the distance. However, in the case of mmWave transmission, the power attenuation strongly depends on the link state (LoS or NLoS) [45]. In fact, the path loss function adopted recently by the 3GPP standard [29] consider this scenario not only for mmWave, but for the whole frequency range from 0.5 GHz to 100 GHz. This path loss has three ingredients: multi-slope path loss, LoS/NLoS link states, and non-zero elevation difference between the BSs and the users. Mathematically it can be represented by the following:

$L(r, c_0) = P_{\text{LoS}}(r) L_{\text{LoS}}(r, c_0) + (1 - P_{\text{LoS}}(r)) L_{\text{NLoS}}(r, c_0),$ 

with

$L_{\text{LoS}}(r, c_0) = \sum_{i=1}^{n} A_i (r^2 + c_0^2)^{-\gamma_i} \mathbb{I} \{\bar{r}_{i-1} \leq r < \bar{r}_i\},$

$L_{\text{NLoS}}(r, c_0) = \sum_{i=1}^{n} A_i (r^2 + c_0^2)^{-\gamma_i} \mathbb{I} \{\bar{r}_{i-1} \leq r < \bar{r}_i\},$

where, $P_{\text{LoS}}(r)$ is the LoS probability, $c_0$ is the elevation difference between the users and BSs, $A_i$ depends on the operating frequency, and the parameters associated with NLoS attenuation are distinguished by the bar above them. The LoS probability and all other parameters depend on the considered environment (e.g. RMa, UMa, UMi). However, regardless of the considered environment, we have the following characteristics of this path loss function:

1) The LoS probability is decreasing with the distance. Hence, $L(0, c_0) = L_{\text{LoS}}(0, c_0)$. Moreover, $L_{\text{LoS}}(r, c_0)$ and $L_{\text{NLoS}}(r, c_0)$ are decreasing functions with the distance $r$.

2) Due to the elevation difference between the users and the BSs, $L_{\text{LoS}}(0, c_0) = A_1 (c_0^2)^{-\gamma_1}$ is bounded regardless of the value of $\eta_1$.

3) For a given distance $r$, we always have $L_{\text{LoS}}(r, c_0) \geq L_{\text{NLoS}}(r, c_0)$. Hence, $L(0, c_0) \geq L(r, c_0)$ $\forall r \in \mathbb{R}^+$.  

4) The values of $\eta_{r}$ and $\eta_{r}$ are always larger than 2 in all cases. In other words, the long distance path loss exponent is always larger than 2, which is the path loss exponent for free space propagation. This ensures that

$$\gamma = \int_0^\infty r \mathcal{L}(r) dr$$

is finite.

Based on the previous points, this path loss model satisfies the three properties in Definition 1. Moreover, by choosing $L(r) = A_n (r^2 + c_0^2)^{-\eta_n}$ along with $r_0 = \max(1, \bar{r}_{n-1})$, it is straightforward to see that the conditions in Corollary 5 are also satisfied. Hence, we can conclude that the average ASE saturates to a constant, while the average constrained ASE and the average potential throughput drop to zero for high BS densities under this path loss model.

The models in [17], [20], [40] consider similar path loss functions. In [17], it was shown that the average potential throughput drops to zero eventually, and in [40] it was shown that the average constrained ASE also drops to zero for high BS densities. Our results agree with both of these works, and adds to them the fact that the average ASE saturates to a constant and does not drop to zero, even for general small-scale fading models. On the other hand, the authors in [20] showed that the average constrained ASE might drop in the transition from the NLoS to LoS, but then increases linearly with the BS density. However, the authors assume that the BSs and the users are on the same elevation with no restriction on $\eta_1$, which means the considered path loss function is no longer bounded. Our results in this work show that this optimistic scaling law is an artifact of the pole at origin on the considered path loss function, and if boundedness is enforced by setting $\eta_1$ to zero, then the average constrained ASE drops to zero.

Overall, we have shown in this section that the conditions we have on the path loss functions are simple to check and yet general enough to capture the practical path loss models used in the literature and the standards. Moreover, the unified framework allows us to draw conclusions regarding the average ASE, the average constrained ASE, and the average...
potential throughput at the same time by checking the same conditions.

Note that in this work we have focused on the cellular architecture case, where the user receives its data only from its nearest BS and is hence protected from very strong interference. It would be interesting to study the effect of adopting such a bounded path loss on the scaling laws of other architectures like the ad hoc network. Most papers in the literature on ad hoc networks consider the power-law path loss model, which might lead to optimistic scaling laws as we have shown for the cellular case.

VI. CONCLUSION

We have studied the average asymptotic area spectral efficiency (ASE) in a downlink cellular network under ultra-densification. Assuming a Poisson point process for the spatial distribution of the base stations, a general small-scale fading model, and a class of physically feasible path loss models, we provided a general framework to analyze the average ASE. Our results show that the average ASE saturates to a constant when the base station (BS) density is large, while the average constrained ASE and the average potential throughput both collapse to zero. These results show that there are fundamental physical limits to the throughput gains that can be harvested with densification, with the important caveats that interference is treated as noise and the active user density scales with the base station density. The results are also all asymptotic with BS density and we do not study when these asymptotics kick in. These caveats point to interesting future work for dense networks, such as characterizing at what density the average ASE saturation or collapse manifest. Considering the effects of advanced interference suppression techniques such as joint (over multiple BSs) transmission or decoding, or successive interference cancellation, would also be of interest.

APPENDIX A

Proof of Lemma 1

Let \( \lambda = k \lambda_0 \), where \( k \in \mathbb{Z}_+ \) and \( \lambda_0 \in \mathbb{R}_+^+ \). We are interested in \( \lim_{k \to \infty} k \lambda_0 \text{SINR}(k \lambda_0) \) which is found by the following:

\[
\begin{align*}
\lim_{k \to \infty} k \lambda_0 \text{SINR}(k \lambda_0) &= \lim_{k \to \infty} k \lambda_0 \frac{h_0 L(r_0)}{\sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i) + N_0} \\
&= \lim_{k \to \infty} k \lambda_0 \frac{h_0 L(r_0)}{\sum_{r_i \in \Phi} h_i L(r_i) - h_0 L(r_0) + N_0} \\
&= \lim_{k \to \infty} \frac{k}{\lambda_0} \frac{h_0 L(r_0)}{\sum_{r_i \in \Phi} h_i L(r_i)} \\
&= \lim_{k \to \infty} \frac{k}{\lambda_0} h_0 \frac{L(r_0)}{L(r_1)} \\
&= \frac{L(r_0)}{L(r_1)} \lim_{k \to \infty} \frac{k}{\lambda_0} h_0 L(r_0) \\
&= \frac{h_0 L(r_0)}{2\pi \lambda_0} \int_0^\infty r L(r) dr \\
&= \frac{h_0 L_0}{2\pi \lambda_0} \tag{24}
\end{align*}
\]

where, (20) follows because \( L(r_0) \to L_0 \) a.s. as \( k \to \infty \), (21) since as \( k \to \infty, \frac{N_0}{k} \to 0 \) and \( \frac{h_0 L_0}{k} \to 0 \) a.s., (22) by exploiting the superposition property of the PPP [9], where \( \Phi = \sum_{i=1}^k \Psi_i \) and \( \Psi_i \forall i \in \mathbb{Z}_+^+ \) are i.i.d. PPPs each with density \( \lambda_0 \), (23) from the law of large numbers, and (24) from Campbell’s theorem [9]. Note that since the result is independent of \( \lambda_0 \), we can conclude that \( \lim_{\lambda \to \infty} \lambda \text{SINR}(\lambda) = \frac{h_0 L_0}{2\pi \gamma} \) which is finite a.s, hence \( \lim_{\lambda \to \infty} \text{SINR}(\lambda) = 0 \) a.s, which completes the proof.

APPENDIX B

PROOF OF THEOREM 1

Since we proved the lower bound in Lemma 2, it is sufficient to prove that the asymptotic ASE is upper bounded by the constant given in (12). The proof is as follows:

\[
\begin{align*}
\lim_{k \to \infty} \mathbb{E}[\mathcal{E}(k \lambda_0)] &= \lim_{k \to \infty} \mathbb{E}[\lambda_0 k \log_2(1 + \text{SINR}(k \lambda_0))] \\
&\leq \lim_{k \to \infty} \mathbb{E} \left[ \frac{\lambda_0}{\ln(2)} k \text{SINR}(k \lambda_0) \right] \\
&= \lim_{k \to \infty} \mathbb{E} \left[ \frac{\lambda_0}{\ln(2)} k \frac{\sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i) + N_0}{h_0 L(r_0)} \right] \\
&\leq \lim_{k \to \infty} \mathbb{E} \left[ \frac{\lambda_0 L_0}{\ln(2)} k \frac{\sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i)}{h_0 L(r_0)} \right] \\
&= \frac{\lambda_0 L_0}{\ln(2)} \lim_{k \to \infty} \mathbb{E} \left[ k \frac{1}{\sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i)} \right], \tag{27}
\end{align*}
\]

where, (25) follows since \( \ln(1+x) \leq x \forall x \in \mathbb{R}_+ \), (26) follows because \( L(r) \leq L_0 \forall r \in \mathbb{R}_+ \) and \( N_0 > 0 \), and (27) by taking the expectation with respect to \( h_0 \). Next, assuming the RV inside the expectation in (27) is uniformly integrable (which we will prove next if \( I \) has a finite second negative moment), then we can push the limit inside the expectation² [46].

\[
\begin{align*}
\frac{\lambda_0 L_0}{\ln(2)} \lim_{k \to \infty} \mathbb{E} \left[ \frac{1}{\sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i)} \right] &= \frac{L_0}{\ln(2)2\pi \gamma}, \tag{28}
\end{align*}
\]

²Precisely, if the RV inside the expectation in (27) is uniformly integrable, then a.s convergence implies convergence in the \( L^1 \) norm [46, Theorem 5.5.2].
where (28) follows from the law of large numbers and Campbell’s theorem similar to the proof in Lemma 1. Hence, the asymptotic average ASE is upper bounded by $\frac{L_0}{\ln(2\pi e^2)}$ and we already proved in Lemma 2 that it is lower bounded by this same constant. Moreover, since the results hold for all $\lambda_0 \geq \lambda_c \in \mathbb{R}_+$, then we can conclude that $\lim_{\lambda \to \infty} E\left[\mathcal{E}(\lambda)\right] = \frac{L_0}{\ln(2\pi e^2)}$.

The final step is to prove that the RV inside the expectation in (27) is uniformly integrable if $\mathcal{I}$ has a finite second negative moment, which is proved as follows:

$$
\frac{1}{k} \sum_{r_i \in \Phi \setminus B(0,r_0)} h_i L(r_i) \leq \frac{1}{k} \sum_{i=1}^{k} \sum_{r_{i,j} \in \Phi \setminus B(0,r_{i,0})} h_{i,j} L(r_{i,j})
= \frac{1}{k} \sum_{i=1}^{k} \sum_{r_{i,j} \in \Phi \setminus B(0,r_{i,0})} \mathcal{I}_i
\leq \frac{1}{k} \sum_{i=1}^{k} \sum_{r_{i,j} \in \Phi \setminus B(0,r_{i,0})} \mathcal{I}_i,
$$

(29)

where (29) follows because in the LHS we exclude the closest node to the origin from the interference and in the RHS we exclude the closest point in each $\Psi_i$, where $\Psi_i \forall i$ are i.i.d. PPPs with intensity $\lambda_0$, so we remove the closest BS in $\Phi$ and additional ones, (30) by defining $\mathcal{I}_i = \sum_{r_{i,j} \in \Phi \setminus B(0,r_{i,0})} h_{i,j} L(r_{i,j})$, and (31) follows from the convexity of $1/x$. Note that in (31), the random variables $\frac{1}{k} \mathcal{I}_i$ are i.i.d. and independent from the indexing $k$. Hence, if $\frac{1}{k} \mathcal{I}_i$ has a finite second moment, then the sequence of RVs (indexed by $k$) in (31) has a finite second moment and is uniformly integrable [46, Theorem 5.5.2], which implies that the sequence of RVs in the LHS of (29) is also uniformly integrable and this concludes the proof.

APPENDIX C

PROOF OF COROLLARY 1

The second negative moment can be written as:

$$
E\left[\frac{1}{\mathcal{I}}\right] = \int_0^\infty t \mathcal{M}_\mathcal{I}(-t) dt,
$$

where $\mathcal{M}_\mathcal{I}(\cdot)$ is the moment generating function of the interference $\mathcal{I}$. Using classical stochastic geometry analysis [15], it can be represented as the following:

$$
\mathcal{M}_\mathcal{I}(t) = E\left[e^{t \mathcal{I}}\right] = E\left[e^{t \sum_{r_i \in \Phi \setminus B(0,r_0)} L(r_i) h_i}\right]
= \int_0^\infty \left[\prod_{r_i \in \Phi \setminus B(0,r_0)} e^{t L(r_i) h_i} r_0\right] 2\pi \lambda_0 r_0 e^{-\pi \lambda_0 r_0^2} dr_0
= \int_0^\infty 2\pi \lambda_0 r_0 e^{-\pi \lambda_0 r_0^2} \int_x e^{x \int_0^\infty \left\{1 - E_h \left[e^{-ht L(x)}\right]\right\} dx} dr_0 d\lambda_0
= \int_0^\infty 2\pi \lambda_0 r_0 e^{-\pi \lambda_0 r_0^2} \int_x \left[1 - E_h \left(e^{-ht L(x)}\right)\right] dx dr_0 d\lambda_0,
$$

(32)

where (32) follows from the probability generating functional (PGFL) of a PPP [10]. Hence, the second negative moment of $\mathcal{I}$ is given by

$$
E\left[\frac{1}{\mathcal{I}}\right] = \int_0^\infty \int_0^\infty 2\pi \lambda_0 r_0 e^{-\pi \lambda_0 r_0^2} \int_x \left[1 - E_h \left(e^{-ht L(x)}\right)\right] dx dr_0 d\lambda_0
$$

(33)

From (33), we get the first sufficient condition. The second condition can be found by the following:

$$
E\left[\frac{1}{\mathcal{I}}\right] = E\left[\left(\sum_{r_i \in \Phi \setminus B(0,r_0)} L(r_i) h_i\right)^{-2}\right]
\leq E\left[\left(\max_{r_i \in \Phi \setminus B(0,r_0)} L(r_i) h_i\right)^{-2}\right]
= \int_0^\infty P\left[\left(\max_{r_i \in \Phi \setminus B(0,r_0)} L(r_i) h_i < \frac{1}{\sqrt{t}}\right)\right] dt
= \int_0^\infty E\left[\prod_{r_i \in \Phi \setminus B(0,r_0)} \mathbb{1}\left\{L(r_i) h_i < \frac{1}{\sqrt{t}}\right\}\right] dt
= \int_0^\infty E\left[\prod_{r_i \in \Phi \setminus B(0,r_0)} e^{\log\left(\mathbb{1}\left\{L(r_i) h_i < \frac{1}{\sqrt{t}}\right\}\right)}\right] dt
= \int_0^\infty \int_0^\infty 2\pi \lambda_0 r_0 e^{-\pi \lambda_0 r_0^2} \int_x \left[1 - P_h \left(L(x) h < \frac{1}{\sqrt{t}}\right)\right] dx dr_0 d\lambda_0
$$

(34)
Then if $T_1$ and $T_2$ are finite, we prove the corollary. Let $y_0 = L(r_0)$, then

$$
T_1 = \int_0^{r_0} \int_0^{r_0} 2\pi \lambda_0 \rho e^{-\lambda_0 \rho^2 - 2\pi \lambda_0 \rho f_{x}^{\sigma} \frac{L(x)}{L(r)}} dx \, dr.
$$

(36)

where (41) follows since $\frac{L^{-1}(y)\rho}{-L^{-1}(y)} \geq \zeta$, $\forall y \in (0, y_0 = L(r_0))$ and (42) holds as long as $\lambda_0 \geq \frac{1}{\zeta}$ with $b = (2\pi \lambda_0 \zeta - 2)(2\pi \lambda_0 \zeta - 1)$. The last integral is finite by assumption. Hence, $T_2$ is also finite which proves the corollary.

APPENDIX E
PROOF OF COROLLARY 4

Define $\tilde{I} = I/2 = \sum_{r_i \in \Psi \backslash \{0, r_0\}} L(r_i)h_i$, where $\tilde{h}_i = h_i/2$. Clearly, if $\tilde{I}$ has a finite second negative moment, then $\tilde{I}$ will have a finite second negative moment.

$$
\begin{align*}
\mathbb{E} \left[ \frac{1}{\tilde{I}^2} \right] &= \int_{0}^{\infty} \int_{0}^{\infty} 2\pi \lambda_0 \rho e^{-\lambda_0 \rho^2 - 2\pi \lambda_0 \rho f_{x}^{\sigma} x \left( \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right] \right)} \, dx \, dr \\
&\leq \int_{0}^{\infty} \int_{0}^{\infty} 2\pi \lambda_0 \rho e^{-\lambda_0 \rho^2 - 2\pi \lambda_0 \rho f_{x}^{\sigma} x \left( \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right] \right)} \, dx \, dr,
\end{align*}
$$

(42)

where (41) follows since $1 - e^{-t} \geq \frac{t}{1+t}$, $\forall t \geq 0$. Moreover,

$$
\mathbb{E}_h \left[ \frac{1}{\tilde{I}^2} \right] = \int_{0}^{\infty} \int_{0}^{\infty} \frac{x \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right]}{1+htL(x)} f_{\tilde{I}}(\tilde{h}) \, d\tilde{h} \\
\geq \int_{0}^{\infty} \frac{x \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right]}{1+htL(x)} f_{\tilde{I}}(\tilde{h}) \, d\tilde{h} \geq \int_{0}^{\infty} \frac{x \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right]}{1+htL(x)} f_{\tilde{I}}(\tilde{h}) \, d\tilde{h}
$$

(44)

$$
\begin{align*}
\mathbb{E}_h \left[ \frac{1}{\tilde{I}^2} \right] &\leq \int_{0}^{\infty} \int_{0}^{\infty} 2\pi \lambda_0 \rho e^{-\lambda_0 \rho^2 - 2\pi \lambda_0 \rho f_{x}^{\sigma} x \left( \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right] \right)} \, dx \, dr \\
&\leq \int_{0}^{\infty} \int_{0}^{\infty} \frac{x \mathbb{E}_h \left[ \frac{1-e^{-htL(x)}}{1+htL(x)} \right]}{1+htL(x)} f_{\tilde{I}}(\tilde{h}) \, d\tilde{h}.
\end{align*}
$$

Then the proof follows as in the proof of Corollary 2.
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