Arrow Diagrams and Generalized Eigen Vectors

Arrow Diagrams

An arrow diagram is a table of arrows that represents the distribution of eigenvectors and generalized
eigenvectors of a matrix A € M, (R).

Let A1, Ag, ..., A\x be the eigenvalues of A. For each \; you will get a rectangular grid of arrows, for
example
<_
A —

R

with the following property: the number of arrows on the bottom row is the dimension of E) = ker(A—A\I),
the number of arrows in the bottom two rows is the dimension of ker((A — AI)?), the number of arrows in
the bottom three rows is the dimension of ker((A — AI)3), and so on. Continue until the total number of
arrows equals the multiplicity of \;, m,,. For example, if you “have all your eigenvectors” for an eigenvalue
A of multiplicity m,, that is to say dim(FE)) = m,, then the arrow diagram for that A will be a single row
of my arrows:

A+ « 0

The diagram always has one important feature: for any eigenvalue A, the number of arrows in a row
can not exceed the number of arrows in a lower row.

Thus, if you have an eigenvalue A of multiplicity m, and you only have one eigenvector, that is to say
dim(F)) = 1, then the arrow diagram for that A will be a single column of m, arrows:

<_
<_
%

and this is exactly the situation in which we get a Jordan cycle.
If you have a 4 x 4 with eigenvalue —2 of multiplicity m_s = 1 and eigenvalue —1 of multiplicity
m_1 = 3, then the possible arrow diagrams are

()

—2:{ « —1:{«+ « «
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A 4 x 4 with a single eigenvalue, A, has the following possible arrow diagrams:

—

. —
(a)A:{ «+ « « « (b))\:{<_ “ o (C))\I{% - (d) A: —  (e)A:
%
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Example 1

Consider
d 0 -3 3
—Z = AZ where A = 1 4 —1 | haseigenvalue A = 3,m3 = 3.
dt 2 -2 5

1. What is the standard basis of E3?

2. Give the solution(s) generated by the standard vector(s) J € ker((A — AI)?) \ ker(A — AI). These
are the vectors represented by arrows in the second row (from the bottom) of the arrow diagram.

3. What is the arrow diagram for the system?
Solution:

1. The standard basis of Fs:

-3 -3 3 11 -1
(A=3I) = 1 1 -1 — RREF(A-3)=[0 0 0
-2 -2 2 00 0
so the standard basis of Fs is
-1 1
va=1| 1 | ,0i=10
0 1

Since there are two eigenvectors, the bottom row of our arrow diagram has two arrows, and now we
know the arrow diagram:
<_
3:
—

2. Solution(s) generated by generalized eigenvector(s) J in the second row:

We are looking for vectors J € R? such that (A — 3I)J is an eigenvector, that is

—1 1
(A—3I)J € E3 = Span 1,
0 1 |
3 -3 3 1 1 —a+8
1 1 —1|J=a-| 1 |+8-|0]|= a
2 -2 2 0 (0 I G

So we row reduce

-3 -3 3 —Oé—i—ﬁ Ry < Ry 1 1 -1 Q
1 1 —1| a — 3 -3 3 |-a+p
2 -2 2| 3 2 =2 2| 3

Ro+3Ry |1 1 -1 o}

— 00 0 |2a+p

Rs+2R, |0 0 0 |2a+5




This system is consistent only when the entries in the augmented column of rows with all zeroes are
also zero. This gives us a homogeneous system

20+ 8 = 0
2+ = 0

We solve this using parametric form and get

2 1 1 1/2 1 al -2
B e P A e FI R
This gives us one linearly independent solution, « = —1/2, 5 = 1, so we will get one vector J. We
can find J by solving

11 -1 «o 11 —1|-%] -1
00 0 |20+8|=|00 010 = J=1 0
00 0 |2a+p 00 0]O0 0
and -~
—a+f 3
(A—-3I)J = o =| —3
B 1
This gives us a solution
= 3t 3t = %1 3t _%Tgt
T=e"(J+t(A-3D)J)=¢e 8 +t —15 =e —5t
t

3. Arrow diagram



Example 2

Consider
-1 0 20
d . -2 =31 2 . B _
7= AZ where A = 1 -1 0 1 has eigenvalue A = —1,m_; = 4.
-1 -1 2 0

1. What is the standard basis of £_;?

2. Give the solution(s) generated by the standard vector(s) J € ker((A — AI)?) \ ker(A — AI). These
are the vectors represented by arrows in the second row (from the bottom) of the arrow diagram.

3. What is the arrow diagram for the system?
Solution:

1. The standard basis of E_:

0 0 20 110 -1
-2 -2 1 2 001 0
(A+1) = 1 111 — RREF(A+1) = 000 0
-1 -1 2 1 000 O
so the standard basis of E_; is
-1 1
1 1 . 0
B I I S )
0 1

Since there are two eigenvectors, the bottom row of our arrow diagram has two arrows, and now we
know only one of the following pictures is our possible arrow diagram

— <

—1:{ or —1: —
—

—

2. Solution(s) generated by generalized eigenvector(s) J in the second row:

We are looking for vectors J € R* such that (A + I).J is an eigenvector, that is

(T-117 1

1 0

(A+1)J € E_; = Span « 0 o

| o 1

0 0 20 1 1] —a+8

9 91 2 1 0 a
N e N N A 0
1 -1 2 1 0 1 3




So we row reduce

0 0 2 0|-a+pf| Rie&R [ 1 1 -1 —1 0
-2 -2 1 2| a —R -2 -2 1 2 a
-1 -1 1 1] 0 — 0 0 1 0 |—fa+3p
-1 -1 2 1| 8 1R; -1 -1 2 1 B
R2+2R1 1 1 -1 -1 0 R1+R2 1 1 0 -1 —Q
—Ry 00 1 0 —a Rs—Ry [0 01 0] -«
o 00 1 0]|-ta+3 — 000 0 |30+i8
Ry+Ry |00 1 0 B Ri—Ry [0 00 0] a+p

This system is consistent only when the entries in the augmented column of rows with all zeroes are
also zero. This gives us a homogeneous system

ta+i8 =0
a+pB =0

We solve this using parametric form and get

1/2 1/2 11 B a | -1
= o] s e (5] -0
This gives us one linearly independent solution, a = —1, 8 = 1, so we will get one vector J. Now we
know our arrow diagram is

%
—1: —
—
We can find J by solving
110 -1 - 110 —-1(1 1
001 0 -« 1001 0|1 oog— 0
000 O0f3a+36] |[000 010 !
000 0] a+p 000 010 0
and
—a+f 2
o} —1
(A+1)J = 0 0
g 1
This gives us a solution
1 2 142t
— —t —t 0 _1 —t _t
T=e ' (J+t(A+DJ)=e L] Tt 0 =e
0 1 t

3. Arrow diagram

|
TTT



Example 3

Consider
0 1 1 -1
d . -2 =3 1 2 . B B
pTich AZ where A = 0 0 -1 0 has eigenvalue A = —1,m_; = 4.
-1 -1 2 0

1. What is the standard basis of £_;?

2. Give the solution(s) generated by the standard vector(s) J € ker((A — AI)?) \ ker(A — AI). These
are the vectors represented by arrows in the second row (from the bottom) of the arrow diagram.

3. What is the arrow diagram for the system?
Solution:

1. The standard basis of E_i:

11 1 -1 110 -1
-2 =21 2 001 0
(A+1)= 0 0 0 0 — RREF(A+1) = 000 0
-1 -1 2 1 000 O

so the standard basis of E_; is

_ o O =

Since there are two eigenvectors, the bottom row of our arrow diagram has two arrows, and now we
know only one of the following pictures is our possible arrow diagram

— <

—1:{ or —1: —
—

—

2. Solution(s) generated by generalized eigenvector(s) J in the second row:

We are looking for vectors J € R* such that (A + I).J is an eigenvector, that is

1 1
1 0
<A+I)JE E_1 = Span 0 ) 0
0 1
1 1 1 -1 1 1 —a+8
9 9 1 2 1 0 a
0 0 0 0 |7 o | TP o= 0
1 -1 2 1 0 1 3



So we row reduce

1 1 1 -1|-a+pB] Rs+ R [1 11 —1| —a+8

-2 -2 1 2 a Ry4+2R; |0 03 0 |—a+283

0 0 0 0 0 — 003 0|-—a+28

-1 -1 2 1 3 Rsy+R |00 0 0 0

Rg—RQ 111 -1 —Oé—i—ﬁ Rl_RQ 110 -1 —%oﬁ—%ﬁ
1R, 001 0|—ta+2p 001 0| —ta+2p

— 000 0 0 e 000 0 0

000 0 0 000 O 0

This system is consistent only when the entries in the augmented column of rows with all zeroes
are also zero. Of course, these entries are already zero, which means o and  can be anything, or
that they are free. We solve this using parametric form and get two solutions: a = 1,5 = 0, and
a=0,8=1. So we will get two linearly independent vectors, J! and J?. Now we know our arrow

diagram is
1 —
|~

(a) We can find J! using the solution a = 1,3 = 0.

110 -1| —2a+3p 110 —-1| -2 -2
001 0] —ga+38|_[001 0] —3 I
000 O 0 000 O 0 -3
000 O 0 000 O 0 0
and
—a+ B —1
1 o N 1
(A+1)J = 0 =1 0
B 0
This gives us a solution
2 1 2y
T=e'(J'+t(A+1)J") =e S I =e 1
3 3
0 0 0
(b) We can find J? using the solution o = 0, 3 = 1.
110 —1| -2a+38 110 —1|3 1
1 2 2
001 0 —za+38 | _ (001 0 3 I (2)
000 O 0 000 010 3
000 O 0 000 010 0
and
—a+f 1
2 « - 0
(A+1)J* = 0 0
5] 1



This gives us a solution

T=e ' (S +t(A+1)J?)=e"'

O wihvn O Wl

So the answer to number 2 is

|
wiN
~

eAtgl = et and

W=

3. Arrow diagram

+1

_ o O -

€AtJ2 — G_t

W=
S~ winn O _|_

S+ wivny O +



Example 4
Consider

-4 -3 3 3
d_, . B 1 0 -1 -1 . B B
= AZ where A = 9 9 1 9 has eigenvalue A = —1,m_; = 4.
0O 0 0 -1
1. What is the standard basis of £_;?

2. Give the solution(s) generated by the standard vector(s) J € ker((A — AI)?) \ ker(A — AI). These
are the vectors represented by arrows in the second row (from the bottom) of the arrow diagram.

3. What is the arrow diagram for the system?
Solution:

1. The standard basis of E_:

-3 -3 3 3 11 -1 -1
1 1 -1 -1 00 0 O
(A+1) = 9 _9 9 o — RREF(A+1) = 00 0 0
0O 0 0 O 00 0 O

so the standard basis of E_; is
—1

7U—1:

!
[\
O = O =
!
w
_0 O -

1
0
0

Since there are three eigenvectors, the bottom row of our arrow diagram has three arrows, and now
we know the arrow diagram is

—1: =
& &

2. Solution(s) generated by generalized eigenvector(s) J in the second row:

We are looking for a vector J € R?* such that (A + I)J is an eigenvector, that is

-1 1 1
1 0 0
(A+1)J € E_y = Span ol 11110
0 0 1)
-3 -3 3 3 —1 1 1 [ —a+ B+~
L e il [ 2 I U IR N NN N a
2 2 2 2 |77 | o 1 "7 o | T B
0O 0 0 0 0 0 1 i v
So we row reduce
-3 -3 3 3 |—-a+f+y R < Ry 11 -1 -1 a
1 1 -1 -1 o Ro+3R; |0 0 0 0 |20+8+7y
-2 =2 2 2 6] — 00 0 O 20+
0O 0 0 O v R3+2R; |0 0 0 O v




This system is consistent only when the entries in the augmented column of rows with all zeroes are
also zero. This gives us a homogeneous system

20+ 8+ = 0

200+ 8 0
v =0
We solve this using parametric form and get
2 11 1 1/2 0 o = —13 o —%
21 0] —10 0 1 = B 5 = |8 |=0] 1
00 1 0 0 0 T = 5 0

11 -1 -1 o 11 -1 —-1|-3 -1
00 0 O |20+B+y]| |00 0O 01]0 I 0
00 0 O 20+ |00 0 00 |1 0
00 0 O 7y 00 0 010 0
and -
—a+ [+ 5
a 5
(A+1)J = 3 = 1
¥ | 0
This gives us a solution
S E b
F=et(JrtAar D=t | [ 0 | we| =] T
0 0

3. Arrow diagram



