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Reliance on CNNs is not necessary and a pure transformer 
can perform well on image classification tasks when 
applied directly to sequences of image patches.



Background

Self-attention based architectures have become model of choice in NLP.

Pre-train on a large text corpus, and fine-tune on a smaller task-specific dataset.

In Computer Vision, convolutional architectures remain dominant.



Method - Vision Transformer

Split an image into patches

Input sequence of linear embeddings of patches to a Transformer

Image patches are treated the same way as tokens(words) in NLP

Train the model in supervised fashion

Limits: Do not generalize well when trained on insufficient amounts of data. 
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Method - Hybrid Architecture

One of the intermediate 2D feature maps of the ResNet is flattened into a sequence

Projected to the Transformer dimension

Fed as an input sequence to a Transformer



Method - Fine-tuning 

Pre-train on large datasets, fine-tune to smaller downstream tasks

Remove pre-trained prediction head

Attach a zero-initialized DxK feedforward layer, K is the number of downstream classes



Method - Higher resolution

Keep patch size the same

A larger effective sequence length -> pre-trained position embeddings may no longer be 
meaningful 

2D interpolation of the pre-trained position embeddings, according to their locations in the 
original image



Experiments Set Up

BiT-L: Big Transfer ResNet (SOTA CNNs from the literature)

16x16 input patch size



Comparison to SOTA

ViT-L/16: ViT-L with 16x16 patch size. 

TPUv3-days: the number of TPUv3-days to pre-train each model.



1. The smaller ViT-L/16 model matches or outperforms BiT-L on all datasets, 
while requiring substantially less computational resources to train.

2. The larger model, ViT-H/14, further improves the performance (because of 
larger model and smaller input patch size).

Comparison to SOTA



Pre-training Data Requirements

Shades Area: the performance 
region spanned by BiT models of 
different sizes.

1. When pre-trained on the 
smallest dataset, ImageNet, 
ViT-Large models 
underperform compared to 
ViT-Base models.

2. With JFT-300M, ViT finally 
overtakes BiT.



Pre-training Data Requirements
Linear few-shot evaluation on ImageNet 
versus pre-training size: 

ResNets perform better with smaller 
pre-training datasets but plateau sooner 
than ViT which performs better with 
larger pre-training.

This result reinforces the intuition that 
the convolutional inductive bias is 
useful for smaller datasets, but for 
larger ones, learning the relevant 
patterns is sufficient, even beneficial.



Scaling Study
1. Vision Transformer dominate 

ResNets on the 
performance/compute trade-off. ViT 
uses approximately 2× less compute 
to attain the same performance.

2. Hybrids slightly outperform ViT at 
small computational budgets, but the 
difference vanishes for larger ones 
(local feature/attention/bias would be 
help helpful as more data being 
trained on). 

3. ViT performance does not seem to be 
saturating with the increased model 
size.
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Inspect Vision Transformer

Similar to CNN, ViT could learn 
basic functions of the image 
structures within each patch.



Inspect Vision Transformer

The model learns to encode distance 
within the image in the similarity of 
position embeddings. That is,  

1. closer patches tend to have more 
similar position embeddings. 

2. The row-column structure 
appears; patches in the same 
row/column have similar 
embeddings.



Inspect Vision Transformer

Compute the average distance 
based on the attention weights.

Some heads attend to most of 
the image already in the lowest 
layers, showing that the ability 
to integrate information globally 
is indeed used by the model.



Conclusions

1. Explored the direct application of Transformers to image recognition, where 
they do not introduce any image-specific inductive biases into the model 
architecture.

2. Interpret an image as a sequence of patches and process it by a standard 
Transformer encoder as used in NLP.

3. Vision Transformer matches or exceeds the state of the art on many image 
classification datasets, whilst being relatively cheap to pre-train.



Future Works

1. Apply Visual Transformer to other computer vision tasks, such as detection 
and segmentation.

2. Continue exploring self-supervised pre-training methods. There is still large 
gap between self-supervised (e.x. Masked patch prediction) and large-scale 
supervised pre-training. 

3. To further scale ViT, given that the performance does not seem yet to be 
saturating with the increased model size.



Questions?


