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CHECKING MODEL ASSUMPTIONS (CHAPTER 5)

The experimenter should carefully choose a model before collecting data. However,
information may be limited, so it is also important to use the data, once it has been
collected, to check the model.  This is typically done by residual plots. The residuals are
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êit  = yit - (

€ 

µ̂ +

€ 

τ̂ i) = 

€ 

y yit i− ⋅

Plots of residuals will typically show trends more readily than plots of the
response values.

Note:
• Minitab will store residuals when doing an Analysis of Variance if you check the

appropriate box in the dialogue window.

• The residuals sum to zero. This follows readily from the first step in deriving the
normal equations.

• Thus the sample mean of the residuals is zero.

• Recall from the handout Estimating Parameters and Variance  that ssE  = 
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êit
t

r

i

t i
2

01 ==
∑∑ .

• The  sample variance of the residuals is thus  
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Recall from the model assumptions that the errors εit are independent random variables

with distributions N(0, σ2). Since the 
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êit 's are estimates of the εit's, they should also be

approximately independent, with approximate N(0, σ2)  distributions.

Note: Since the residuals sum to zero, they are not independent. But other evidence of
lack of independence may be taken as lending doubt to the assumption that the errors εit

are independent.

Many people prefer to use standardized residuals -- residuals divided by their
standard deviation:
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(Since the sample mean of the residuals  is zero, this fits the usual idea of standardizing:
Subtract the sample mean and divide by the sample standard deviation.) Plots of
standardized residuals make it a little easier to identify outliers than do plain residual
plots. As above, if the model assumptions are correct, the standardized residuals should
be approximately independent (except for the fact that they sum to zero) and have

approximately a N(0,1) distribution.

Note: Standardized residuals can be formed from residuals in Minitab by using the
Calculate menu.

Suggested Order for Checking Model Assumptions:

1. Check the form of the model.
2. Check for outliers
3. Check for independence.
4. Check for constant variance.

5. Check for normality.

1. Check the form of the model. Plot residuals against :
• Each independent variable (treatment factor, block factor, or covariate)

included in the model.
• Levels of factors not included in the model.

Any non-random pattern suggests lack of fit of the model.

Example: Balloon experiment: Plot residuals against color; against order.

2. Check for outliers. Plot residuals against levels of treatment factor.

• If normality assumption is true, standardized residuals beyond ± 3 are likely
outliers.

• Outliers should be investigated for possible recording errors.  (See Battery
example p. 108)

• Outliers or unusual numbers of standardized residuals beyond ±2 may indicate
non-normality.

• Outliers should not automatically be discarded.

3. Check for independence of error terms.

• Needs to precede checks for constant variance and normality.
• Plot residuals against time or spatial variables, or anything else likely to cause

lack of independence.
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• Data showing time or other dependence  might be salvaged by analysis of
covariance.  (See homework solutions for balloon experiment for example.)

Examples: Contrast battery, balloon against order.

4. Check for equal variance

• Plot residuals against fitted values.  A pattern of increasing variance as mean
increases is the most common (but not the only possible) sign of unequal
variances.

• Also compare sample variances of residuals for each treatment:
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Rule of thumb (from simulation studies): If the ratio s2
max/ s

2
min of the largest

treatment variance to the smallest does not exceed 3, then the inference
procedures for the equal variance model are still valid. (However,  a larger
ratio might also occur by chance even when model assumptions are correct.)

• With unequal sample sizes, departures from equal variance can have different
effects depending on the relationship between sample size and treatment variance.

Methods for dealing with unequal variance:

a. Transform the response variable: Replace Y with h(Y), so that the model becomes
• h(Y it) = µ* + τi* + εit*

• The εit*'s are independent random variables.

• For each i and t, εit* ~ N(0 , σ2)

(More on this later)

b. Use a method such as Satterthwaite's  (pp. 116 - 117)
• It's only approximate and less powerful than an equal - variance model.

• It may be useful if there is no suitable transformation available or if it is
important to keep the original units.
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5. Check for normality

• Form a normal probability plot of residuals (Details later)
• Approximate normality is usually good enough for inferences concerning

treatment means and contrasts to be reasonably good.
• Heavy tails can be a problem -- non-parametric methods may be better in this

case.
• Transformations can sometimes achieve normality -- but care is needed to get

equal variance as well.


