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1 Introduction

In [CW77], Coates and Wiles proved that if the L-function of a CM elliptic curve defined over Q does not

vanish at one, then it contains finitely many rational points. This provided one of the first theoretical

evidence for the Birch and Swinnerton-Dyer conjecture. Their proof used p-adic methods. Rubin later

used the technique of Euler systems to give a different proof. This essay is an exposition of Rubin’s proof,

based largely on [Rub99].

Section 2 proves the basic results concerning elliptic curves with complex multiplication, including

the factorization of the L-function into Hecke L-functions and a relation between the Selmer groups and

certain ideal class groups. Section 3 looks at the analytic side and prove a special value formula for

the L-function at s = 1. Section 4 derives the fundamental properties of elliptic units, which are used

in section 5 to bound the ideal class group. Section 6 combines all of the results above and prove the

Coates-Wiles theorem. Finally, section 7 performs some numerical computation on an explicit curve.

Most of the algebraic number theory notations used are standard: if F is a number field, then its ring

of integers is OF , its completion at a prime p is Fp, and the ring of integers of Fp is OFp
or OF,p. The

idele group of F is denoted by IF . The absolute Galois group of F is GF . The Artin reciprocity map of

global class field theory is

[−, F ] : IF /F× → Gab
F

normalized by sending a prime p to the arithmetic Frobenius Frobp on abelian extensions unramified at

p. For an ideal m, F (m) is the ray class group with modulus m until section 5, where it will be redefined.

Locally at a prime p, the additive valuation vp is normalized such that vp(π) = 1 for a uniformizer π. In

the local absolute Galois group GFp
, the inertial group is IFp

.

In this essay, K will always be an imaginary quadratic field. We will drop the letter K from notations

when convenient. For example, OKp
will be written as Op.

2 Elliptic Curves with Complex Multiplication

Basic notations and results from the theory of elliptic curves will be assumed. The more involved theorems

used will come with a citation, mostly to [Sil09].

2.1 Fundamental results

In this section, we state the main theorem for elliptic curves with complex multiplication and deduce a

few consequences, including the factorization of the L-function into Hecke L-functions.

Let K be an imaginary quadratic field with ring of integers O. Let E be an elliptic curve defined

over a subfield F of C. We say that E has complex multiplication by O if there exists an isomorphism

O ∼−→ EndF (E), α 7→ [α]. We can then identify O as a subring of F by [α]∗ω = αω for any invariant

differential ω on E. The square bracket from the notation will usually be dropped from now on.

Remark. More generally, O can be replaced by any order in K. We will restrict our attention to the case

when O is the ring of integers. It will be shown that this does not lead to a loss of generality for the

Coates-Wiles theorem.

The complex points of E can be parametrized as C/o for a lattice o, which satisfies Oo = o. We may

assume without loss of generality that o ⊆ K by scaling, so o is a fractional ideal. For each ideal m of O,
let E[m] =

⋂
α∈mE[α]. The following proposition follows immediately by the analytic parametrization.

Proposition 2.1.

(1) E[m] ∼= O/m as O-modules.

(2) Gal(F (E[m])/F ) ↪→ AutO(O/m) ∼= (O/m)×
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To study the map described in part (2) of the proposition in detail, we use

Theorem 2.2 (Main theorem of complex multiplication). Let ξ : C/o→ E(C) be an analytic parametriza-

tion. For any σ ∈ Aut(C) and s ∈ IK such that [s,K] = σ|Kab , there exists ξ′ : C/s−1o → Eσ(C) such

that the following diagram commutes:

K/o E(C)tor

K/s−1o Eσ(C)tor

ξ

s−1 σ

ξ′

Proof. See [Lan87], Chapter 10, theorem 3.

Corollary 2.3. The Hilbert class field of K is K(j(E)). In particular, j(E) is algebraic.

Proof. Suppose σ ∈ Aut(C) fixed j(E), then E ∼= Eσ, so s−1o = λo for some λ ∈ C×. This immediately

implies that λ ∈ K×, so localizing shows that s−1
p ∈ λO×

p for all primes p ⊆ K. By class field theory,

[s,K] fixes H. The converse follows by reversing the above argument.

Therefore, E can be defined over a number field. In this case, the action of ideles on torsion points

can be packaged into a Hecke character.

Theorem 2.4. Let F be a number field containing K. Suppose E is an elliptic curve defined over F

with complex multiplication by O and analytic parametrization ξ : C/o→ E(C) for an ideal o of K.

(1) For all t ∈ IF , there exists a unique µ(t) ∈ K× such that the following diagram commutes:

K/o E(C)tor

K/o E(C)tor

ξ

µ(t)NF/K(t)−1 [t,F ]

ξ

(2) The map ψ : IF /F× → C×, t 7→ µ(t)NF/K(t)−1
∞ is a Hecke character. It is unramified at a prime

p if and only if E has good reduction at p. In this case, ψ(p) as an endomorphism of E reduces

modulo p to the Frobenius endomorphism of the reduction of E.

Proof. (1) Let s = NF/K(t), then [s,K] = [t, F ]|Kab by class field theory. Also observe that [t, F ] fixes

E, so by theorem 2.2, there exists a parametrization ξ′ such that

K/o E(C)tor

K/s−1o E(C)tor

ξ

s−1 [t,F ]

ξ′

commutes. In particular, o = µs−1o for some µ ∈ K×. Composing with multiplication by µ on the left

hand side gives the required diagram, except with a possibly different parametrization in the bottom

edge. This can be fixed by changing µ by a root of unity, corresponding to an automorphism of E. The

uniqueness of µ is clear since the other three sides are isomorphisms.

(2) If t ∈ F×, embedded into IF diagonally, then [t, F ] = IdF ab , and the action of NF/K(t)−1 on K/o is

normal multiplication. Therefore, setting µ(t) = NF/K(t) makes the required diagram commute. This

shows that ψ(F×) = 1. By the uniqueness part of (1), it is multiplicative.

If the finite components of t are all 1, then NF/K(t)−1 acts trivially on K/o, and [t, F ] = IdF ab

since t is in the connected component of 1 in IF . Therefore, µ(t) = 1, and ψ(t) = NF/K(t)−1
∞ , which is

continuous in t. Now consider the finite ideles. Let

IK,o =
∏
p|o

(1 + oOp)
∏
p∤o

O×
p
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then IK,o is open in the finite ideles of K, and if s ∈ IK,o, then s−1o = o. Therefore, if t ∈ N−1
F/K(IK,o),

then ψ(t) = µ(t) is a root of unity in K, corresponding to the automorphism of E determined by the

action of [t, F ] on E(C)tor. Simple case work shows that if an automorphism of E fixes E[6], then it must

be the identity. Since the Artin map is continuous, the above considerations give an open subgroup of

the finite ideles of F in kerψ. Therefore, ψ is continuous.

Suppose p is a prime of F , and u ∈ O×
Fp

, treated as an idele with all other components 1. Choose a

rational prime ℓ not lying below p. Then the definition of ψ shows that [u, F ] acts on TℓE via ψ(u). The

image of O×
Fp

under the Artin map is the inertia group at p. By the criterion of Néron-Ogg-Shafarevich

(theorem VII.7.1 of [Sil09]), it acts trivially if and only if p is a prime of good reduction for E, as required.

Finally, observe that in this set-up, Frobp = [p, F (E[ℓ∞])/F ] acts on the TℓE via ψ(p). Reducing modulo

p shows that ψ(p) acts like the Frobenius endomorphism of the reduced curve Ẽ on TℓẼ, so it must be

the Frobenius endomorphism.

Remark. In [Lan87], Chapter 10, theorem 8, the fact that F (E(C)tor)/F is abelian is proven using a

slight extension of the argument for (2), which shows the stronger result that E(C)tor ⊆ F (E[6]) ·Kab.

The conductor of the resulting character ψ will be denoted by f. By part (3) of the theorem, E has

good reduction at p iff p ∤ f. In [ST68], it was shown that the conductor of the elliptic curve is f2.

Corollary 2.5. Let E, F be as in theorem 2.4, then

(1) For any ideal a coprime to f, ψ(a)O = NF/Ka.

(2) If E[p] ⊆ F and p ∤ 6, then E has good reduction away from p. In particular, E has potentially good

reduction everywhere.

Suppose further that F = K, then

(3) For any ideal a coprime to f, the injection of proposition 2.1 is an isomorphism Gal(K(E[a])/K)→
(OK/a)×.

(4) If p ∤ f and a is coprime to p, then the extension K(E[apn])/K(E[a]) is totally ramified above p.

(5) For any ideal a, K(E[af]) is the ray class field K(af).

(6) The projection O× → (O/f)× is injective.

Proof. (1) This is clear from the definition of ψ.

(2) The action of GF on TpE factors through Gal(F (E[p∞])/F (E[p])), which by proposition 2.1 is a

subgroup of 1 + pOp. This is isomorphic to Op via the logarithm since p ∤ 6. Hence, it has no finite

subgroup. By local class field theory, the extension is unramified outside of primes above p, so by

the criterion of Néron-Ogg-Shafarevich, E has good reduction away from primes above p. This shows

that E has potentially good reduction everywhere. Therefore, for primes above p not equal to p, the

action of the inertia group factors through a finite subgroups. These do not exist.

(3) Let x ∈ OK , and let s be the idele defined by sp = xp if p|f and sp = 1 otherwise. If x−1 is sufficiently

divisible by primes dividing f, then ψ(s) = 1, so [s,K] acts on E[a] by x−1. Each x̄ ∈ (O/a)× can be

lifted to such an x by the Chinese remainder theorem, so the map is surjective.

(4) The assumptions imply that K(E[a])/K is unramified at p (this is a slight generalization of [Sil09],

theorem VII.4.1). It remains to prove that K(E[pn])/K is totally ramified at p. Let u ∈ O×
p , then

[u,K] acts on E[p∞] by u−1, where u is embedded into IK with all other components set to 1.

Therefore, O×
p surjects onto Gal(K(E[pn])/K) via the local Artin map, which is equivalent to the

extension being totally ramified above p.
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(5) Let x be an idele such that [x,K] ∈ GK(af), then vp(x − 1) ≥ vp(af) for all p|af. In particular,

ψ(x) = 1, so the action of [x,K] on E[af] is via x−1, which is 1 by the properties of x. The converse

to the argument also holds.

(6) Let u ∈ O×, and let x be the finite part of u as an idele. Then ψ(x) = ψ(u−1x) = u. If u maps to 1

in (O/f)×, then u = ψ(x) = 1.

Using these properties, we can produce the required factorization of the L-function.

Theorem 2.6. Let K be an imaginary quadratic field with ring of integers O. Let E be an elliptic curve

defined over a finite extension F of K with complex multiplication by O. Let ψ : IF /F× → C× be the

Hecke character constructed in theorem 2.4. Then

L(E, s) = L(ψ, s)L(ψ̄, s)

Proof. Recall the definitions

L(E, s) =
∏

q good

(1− aqNq−s +Nq1−2s)−1, L(ψF , s) =
∏
q∤f

(1− ψ(q)Nq−s)−1

where aq is the trace of the Frobenius of E reduced modulo q, and the bad factors in L(E, s) are one

since E has additive reductions. The theorem follows since ψ(q) acts as the Frobenius.

2.2 Division points

This section studies some local properties of the torsion points of E. We assume, as in the rest of the

essay, that E has complex multiplication by the ring of integers O of an imaginary quadratic field K,

and furthermore E is defined over K. By corollary 2.3, K has class number 1.

We briefly recall some facts about elliptic curves over local fields. Let F be an algebraic extension of

K, and let P be a prime of good reduction for E/F , then by proposition VII.2.1 in [Sil09], there is an

exact sequence of abelian groups

0→ E1(FP)→ E(FP)→ Ẽ(kF,P)→ 0

Here, Ẽ is the reduction of E/F modulo P, and E1(FP) is defined to be the kernel of the reduction

map. If E is given by a Weierstrass equation minimal at P, then E1(FP) consists of all P ∈ E(FP) with

vP(x(P )) < 0. Let Ê be the formal group law associated to E, then proposition VII.2.2 in [Sil09] gives

an isomorphism

E1(FP)
∼−→ Ê(P), (x, y) 7→ z = −x/y

From the general theory of formal groups, there is a logarithm map giving an isomorphism λE : Ê → Ĝa.
Explicitly, λE is the unique formal power series such that λE(0) = 0 and λ′E(Z) = ω̂(Z), where ω̂

is the formal completion of the invariant differential. This induces an isomorphism E1(FP) → P if

vp(P)/(p− 1) < 1. The condition holds for Kp if p > 3.

Lemma 2.7. Let p be a prime of good reduction for E, generated by π ∈ O. Then

(1) The reduction of π modulo p is bijective.

(2) All p-torsions of E lie in E1(K̄p).

(3) E(Kp)/π
nE(Kp) ∼= E1(Kp)/π

nE1(Kp).

Proof. By corollary 2.5, π differs from ψ(p) by a unit, so by theorem 2.4, π reduces to the Frobenius

endomorphism of Ẽ up to an automorphism, which implies (1). Statements (2) and (3) follow immediately

from (1), the exact sequence relating E1, E, and Ẽ, and the snake lemma.
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Let p and π be as in the lemma. Fix a Weierstrass model of E which is minimal at p. To study more

carefully the p-power torsions of E, consider the power series associated with the endomorphism [π] of

Ê. Let it be f ∈ Op[[Z]], then it satisfies

- f(Z) ≡ ZNp (mod p).

- f(Z) ≡ πZ (mod Z2).

The first property holds since [π] reduces to the Frobenius. The second property follows from a short

calculation using our normalization assumption that [π]∗ω = πω. These properties make Ê into a Lubin-

Tate formal group, first defined in [LT65]. Most of the local properties of the field of p-division points

are consequences of this fact.

Lemma 2.8. Let p be a prime of good reduction for E, with a chosen minimal Weierstrass model at p.

Let P,Q ∈ E be points with coprime orders b and c. Fix an extension of vp to K̄, then

(1) If n > 0 and b = pn, then

vp(x(P )) = −2/(Npn−1(Np− 1))

(2) If b is not a power of p, then vp(x(P )) ≥ 0.

(3) If b and c are both not powers of p, then vp(x(P )− x(Q)) = 0.

Proof. (1) This follows easily from theorem 2 of [LT65]. For completeness, we prove it here again. Let

f (n) be the n-fold iteration of f defined above. The points of exact order pn correspond to the roots

of Φn = f (n)/f (n−1). Using the properties of f , the power series Φn satisfies

- Φn(Z) ≡ ZNpn−Npn−1

(mod p).

- Φn(Z) ≡ π (mod Z).

By the Weierstrass preparation theorem and Eisenstein’s criterion, Φn has Npn − Npn−1 roots of

p-adic valuation −1/(Npn−Npn−1). Finally, note that if P corresponds to z under the isomorphism

E1(Kp) ∼= Ê(p), then vp(x(P )) = −2vp(z). The result follows.

(2) The group E1(K̄p) has only p-power torsions, so P is not in it, which implies the claim.

(3) If vp(x(P ) − x(Q)) > 0, then over the reduced curve Ē, P̄ = ±Q̄, so P̄ ± Q̄ = 0, which shows

that P ± Q ∈ E1(K̄p). Since b and c are coprime, P ± Q cannot have p-power order. This is a

contradiction.

The next goal is to describe the local Kummer pairing. Let p and π be as above, and let n ≥ 1.

Suppose further that p ∤ 6. Recall that the exact sequence 0→ E(K̄p)[p
n]→ E(K̄p)→ E(K̄p)→ 0 gives

rise to the Kummer sequence

0→ E(Kp)/π
nE(Kp)

φ−→ H1(Kp, E[pn])→ H1(Kp, E)[pn]→ 0

Explicitly, given P ∈ E(Kp), let Q ∈ E(K̄p) be such that πnQ = P , then φ(P ) is the cocycle σ 7→ σQ−Q.

Let Kn = K[pn], then Kn/K is totally ramified above p by corollary 2.5. By an abuse of notation, we

write Kn,p for the completion of Kn at the unique prime above p. Also write Gn = Gal(Kn/K), then we

have a composite

E(Kp)/π
nE(Kp) H1(Kp, E[pn]) Hom(GKn,p

, E[pn])Gn Hom(K×
n,p, E[pn])Gnres

where the final map is composing with the local Artin map. Call this map dn. This is O-linear, so
by density Op-linear. Let P ∈ E(Kp) the unique point such that λE(P ) = π. Let δn = dn(P ), then

δn : K×
n,p → E[pn] is a Gn-equivariant homomorphism, and it generates the image of dn as a Op-module.

Lemma 2.9. δn(O×
n,p) = E[pn].
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Proof. Observe that the only GKp
-submodule of E[pn] are E[pm] for 0 ≤ m ≤ n. Since δn has order pn,

its image cannot lie inside E[pn−1], so δn is surjective. The quotient δn(K
×
n,p)/δn(O×

n,p) is GKp
-invariant,

but E[pn]/E[pm] is not invariant unless m = n, which proves the claim.

The above constructions can be repeated for a general Lubin-Tate group. Wiles ([Wil78]) gave an

explicit formula for δn in that generality, which generalizes the eariler work of Artin-Hasse and Iwasawa

for cyclotomic fields. We state a corollary of the result to avoid a long diversion into Lubin-Tate groups.

Theorem 2.10 (Wiles’ Reciprocity Law). Suppose (zn) is an Op generator of TπÊ, i.e. zn generates

Ê[pn] and [π](zn) = zn−1. Let (un) ∈ lim←−O
×
Kn

, with the transition maps being norms. Then there exists

a unique g ∈ Op[[Z]]
× such that g(zn) = un. Furthermore,

δn(un) =

[
(π − 1)

g′(0)

g(0)

]
zn

Proof. The existence and uniqueness of g is theorem I.2.2 of [dS87]. It uses Coleman norm operators.

The original explicit reciprocity law and its proof can be found in [Wil78] or section I.4.2 of [dS87]. It is

stated with the different assumption that NKn/K(un) = π for all n. Our statement, which is theorem 12.3

of [Rub99], follows by applying the original theorem to (βn) and (βnun) for any sequence (βn) satisfying

the original theorem’s condition.

2.3 Selmer group

This section uses the structure of complex multiplication to relate the Selmer groups of E to certain ideal

class groups. The notations and assumptions from the previous subsection are kept.

Let α ∈ EndK(E) ∼= O, and F be a number field containing K. Recall that the Selmer group Sα(E/F )

is a subgroup of H1(F,E[α]) satisfying certain local conditions. More precisely, for each place v of F , we

have a restriction map resv : H
1(F,E[α])→ H1(Fv, E[α]) and a subgroup

H1
F (Fv, E[α]) = Im

(
E(Fv)/αE(Fv)→ H1(Fv, E[α])

)
given by the image of the Kummer map. The α-Selmer group of E/F is then

Sα(E/F ) = {c ∈ H1(F,E[α]) : resv(c) ∈ H1
F (Fv, E[α]) for all places v of F}

Let H1
s (Fv, E[α]) = H1(Fv, E[α])/H1

F (Fv, E[α]). By Kummer theory, this is isomorphic to H1(Fv, E)[α].

In these terms, the above definition can be re-written as

Sα(E/F ) = {c ∈ H1(F,E[α]) : resv(c) = 0 in H1
s (Fv, E[α]) for all places v of F}

The goal of this essay is to bound the rank of Sπ(E), where π generates a prime p of K.

We will first consider a modified Selmer group S′
α(E/F ), formed like the normal Selmer group, except

with the local conditions above α dropped, i.e.

Sα(E/F ) = {c ∈ H1(F,E[α]) : resv(c) ∈ H1
F (Fv, E[α]) for all places v ∤ α}

Theorem 2.11. Let p = πO be a prime of K not dividing 6f. Let n ≥ 1, Kn = K(E[pn]), then

S′
πn(E) = Hom(Gal(Mn/Kn), E[pn])Gal(Kn/K)

where Mn is the maximal abelian p-extension of Kn unramified outside of primes above p.

Proof. We first compute S′
πn(E/Kn

). By corollary 2.5, E/Kn
has good reduction outside of p. Let q

be a prime of Kn not dividing p, then by the general theory of elliptic curves, H1
F (Kn,q, E[pn]) is ex-

actly the unramified classes H1(GKn,q/IKn,q , E[pn]) (theorem X.4.2 of [Sil09]). Therefore, S′
πn(E/Kn

) =
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H1(G,E[pn]), where G is the Galois group of the maximal extension of Kn unramified outside of primes

above p. Since E[pn] ⊆ Kn, this is equal to Hom(G,E[pn]). All such homomorphisms factor uniquely

through Gal(Mn/Kn) since E[pn] is an abelian p-group.

The theorem now follows from a descent calculation. The inflation-restriction sequence gives

0→ H1(Kn/K,E[pn])→ H1(K,E[pn])→ H1(Kn, E[pn])
Gn → H2(Kn/K,E[pn])

By corollary 2.5, Gn = Gal(Kn/K) ∼= (O/pn)×, which acts on E[pn] ∼= O/pn by multiplication. Let G′

be the p-prime part of Gn, then H
i(G′,O/pn) = 0 for all i ≥ 0, so Hi(G,O/pn) = 0 for all i ≥ 0 by the

Hochschild-Serre spectral sequence. Therefore, H1(K,E[pn])
∼−→ H1(Kn, E[pn])

Gn via the restriction

map. Moreover, restriction maps commute, so S′
πn(E) ⊆ S′

πn(E/Kn
). To show that equality holds, a

simple diagram chase reduces it to the injectivity of H1
s (Kq, E[pn]) → H1

s (Kn,q′ , E[pn]) for each prime

q ̸= p of K and prime q′ of Kn above q. By the inflation-restriction sequence and Kummer theory, its

kernel is H1(Kn,q′/Kq, E(Kn,q′))[pn].

The general theory of elliptic curves over local fields shows that E(Kn,q′) contains a subgroup of finite

index isomorphic to OKn,q′ (theorem VII.6.3 of [Sil09]). Therefore, the p-power torsion part of E(Kn,q′)

is E[pm] for a finite m ≥ n. By construction, Kn,q′ ∼= Kq(E[pn]), so we have

H1(Kn,q′/Kq, E(Kn,q′))[pn] ⊆ H1(Kn,q′/Kq, E[pm]) = H1(Kq(E[pm])/Kq, E[pm])

By proposition 2.1, the final term is H1(C,O/pm), where C ⊆ (O/pm)× acts by multiplication. The

proof in the previous paragraph shows that if C is not a p-group, then this is 0. Otherwise, we know

that E[p] ⊆ Kq, since Gal(Kq(E[p])/Kq) injects into (O/p)×, which has order prime to p. Corollary 2.5

shows that E/K(E[p]) has good reduction at any prime above q, so Kq(E[pm])/Kq is unramified, so its

Galois group is cyclic. For any element a ∈ O,∣∣ ker(a : O/pm → O/pm)
∣∣ = |O/p|min(m,vp(a))∣∣ Im(a : O/pm → O/pm)
∣∣ = |O/p|max(0,m−vp(a))

The usual formula for H∗ of a cyclic group shows that in this case, H1(C,O/pm) is also trivial.

Remark. If p splits in O, then any p-subgroup of (O/pm)× is cyclic, since their inverse limit is isomorphic

to Op × µp−1 via the logarithm.

Using global class field theory, the group Gal(Mn/Kn) can be identified via the Artin map with the

pro-p part of IKn/W
′
n, where

W ′
n = K×

n

∏
v|∞

K×
n,v

∏
v∤p∞

O×
n,v

Therefore, the modified Selmer group is

S′
πn(E) = Hom(IKn

/W ′
n, E[pn])Gal(Kn/K)

The correct Selmer group Sπn(E) is obtained from it by imposing further conditions at p. This corresponds

to adding a factor to W ′
n for primes above p. Recall that p is totally ramified, and K×

n,p is the completion

of Kn at the unique prime above p. We have Gn = Gal(Kn/K) = Gal(Kn,p/Kp), so there is a diagram

Sπn(E) S′
πn(E) Hom(IKn

/W ′
n, E[pn])Gn

E(Kp)/π
nE(Kp) H1(Kp, E[pn]) Hom(K×

n,p, E[pn])Gn

∼

res

f

with the left square being cartesian by the definition of the Selmer group. The arrow f is given by

restriction followed by pre-composition with the local Artin map. Using the same argument as the

descent part of theorem 2.11, one can show that f is injective. The bottom row was the map dn from

the last subsection.
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Theorem 2.12. The map dn factors through an isomorphism

d̄n : E(Kp)/π
nE(Kp)

∼−→ Hom(K×
n,p/ ker(δn), E[pn])G

Therefore, Sπn(E) = Hom(IKn/Wn, E[pn])Gal(Kn/K), with

W ′
n = K×

n

∏
v|∞

K×
n,v

∏
v∤p∞

O×
n,v · ker(δn)

Proof. Clearly dn factors through d̄n. By lemma 2.9, K×
n,p/ ker(δn) ∼= E[pn] as Gn-modules, so the

codomain of d̄n is EndGn
(E[pn]) ∼= End(O/pn)×(O/pn) ∼= O/pn. Since dn is injective, this proves the first

claim. The rest follows from an easy diagram chase.

From this, we prove our main criterion for the vanishing of the Selmer group.

Theorem 2.13. Let p be a prime of K not diving 6f. Let A be the ideal class group of K(E[p]) and E
be the unit group of K(E[p]). Then Sψ(p)(E) = 0 if and only if

Hom(A,E[p])Gal(K(E[p])/K) = 0 and δ1(E) ̸= 0

Proof. Keep the notations used throughout this section. Let V = ker(δ1) ∩ O×
1,p, and let mZ =

vP(ker(δn)), where P is the unique prime above p in K1. The usual map from IK1
to the group of

fractional ideals induces an exact sequence

0→ O×
1,p/ĒV → IK1/W1 → A/Pm → 0

where Ē is the closure of E in O×
1,p. The functor Hom(−, E[p])G1 is exact since E[p] is a cohomologically

trivial G1-module (from the proof of theorem 2.11). Applying it to the sequence gives

0→ Hom(A/Pm, E[p])G1 → Sπ(E)→ Hom(O×
1,p/ĒV,E[p])G1 → 0

Recall that p is totally ramified inK1, soP
Np−1 = p = (π) is trivial in A. Therefore, Hom(A/Pm, E[p]) =

Hom(A,E[p]). This gives the first condition.

For the second term, note that O×
1,p/V

∼= E[p]. As a G1-module, E[p] is simple, so the vanishing of

the last term of the exact sequence is equivalent to Ē ̸= 0 in O×
1,p/V , as required.

3 Analytic Computations

In this section, we first study the property of some theta functions associated to lattices. We then derive

relations between their logarithmic derivatives, some Eisenstein series, and the values of certain Hecke

L-functions at positive integers. They will also be used in the next section to construct global units in

abelian extensions of imaginary quadratic fields.

3.1 Theta functions

First recall a few classical special functions. Let L be a lattice in C. Let A(L) = π−1 vol(C/L). Define

the Weierstrass σ-, ζ-, and ℘-functions on L by

σ(z;L) = z
∏

ω∈L\{0}

(
1− z

ω

)
e(z/ω)+

1
2 (z/ω)

2

,

ζ(z;L) =
d

dz
log σ(z;L) =

1

z
+

∑
ω∈L\{0}

(
1

z − ω
+

1

ω
+

z

ω2

)
,

℘(z;L) = −ζ ′(z;L) = 1

z2
+

∑
ω∈L\{0}

(
1

(z − ω)2
− 1

ω2

)

10



Further, recall the following standard modular forms

G2k(L) =
∑

ω∈L\{0}

1

ω2k
, ∆(L) = (60G4(L))

3 − 27(140G6(L))
2

They satisfy many interesting relations, some of which will be proven later. We state a few basic well-

known properties here with only a sketch of the proof

- The σ-function is holomorphic in C, with one simple zero at each point of L and no other zero.

This follows by standard complex analysis.

- The Eisenstein series satisfy the homogeneity relationG2k(λL) = λ−2kG2k(L) for k ≥ 2 and λ ∈ C×.

In particular, ∆(λL) = λ−12∆(L).

- The modular discriminant has a q-product expansion

∆([τ, 1]) = (2πi)12qτ

∞∏
n=1

(1− qnτ )24

where qτ = e2πiτ . This can be proven by writing ∆ as a product of values of the ℘-function and

apply the product expansion for σ (corollary 3.3). Details can be found in section 18.4 of [Lan87].

Alternatively, one can derive it from properties of the Eisenstein series G2(L), which was done in

section 1.2 of [DS05].

Proposition 3.1. There exists an R-linear function η, depending on L, such that

ζ(z + ω;L)− ζ(z;L) = η(ω;L),
σ(z + ω;L)

σ(z;L)
= ±eη(ω;L)(z+ω/2)

for all z ∈ C and ω ∈ L. The sign in the transformation law for σ is + if ω/2 ∈ L and − otherwise.

Proof. The Weierstrass ℘-function is periodic with respect to L. Integrate it once to get the relation

for ζ, which also defines η(ω;L) for all ω ∈ L. It is clearly Z-linear, so we can extend η to an R-linear
function on C. Integrating the relation for ζ gives

σ(z + ω;L)

σ(z;L)
= ψ(ω;L)eη(ω;L)(z+ω/2)

for some ψ(ω;L) to be determined. Applying this with 2ω instead of ω shows that ψ(2ω;L) = ψ(ω;L)2.

If ω/2 /∈ L, then setting z = −ω/2 shows that ψ(ω;L) = −1. Otherwise, one can recursively apply the

above relation to get that ψ(ω;L) = 1.

Remark. We will see an explicit expression for η(ω;L) in corollary 3.9.

Proposition 3.2 (Legendre relation). If L = [ω1, ω2], with Im(ω1/ω2) > 0, then

η(ω2;L)ω1 − η(ω1;L)ω2 = 2πi

Proof. This follows by integrating ζ around a fundamental parallelogram and applying the previous

proposition and the residue theorem. Details can be found in section 18.1 of [Lan87].

Corollary 3.3. Suppose Im(τ) > 0, then the σ-function has a q-product expansion

σ(z; [τ, 1]) =
1

2πi
e

1
2ηz

2

(q1/2z − q−1/2
z )

∞∏
n=1

(1− qnτ qz)(1− qnτ q−1
z )

(1− qnτ )2

where η = η(1; [τ, 1]), qτ = e2πiτ , and qz = e2πiz.

11



Proof. Note that the right hand side is an absolutely convergent product since Im(τ) > 0. One can easily

check that the right hand side satisfies the same transformation laws as σ under translation by 1 and τ .

It has simple zeroes at points of [τ, 1] and no other zeroes. Therefore, the quotient of the two sides is a

constant, which is easily checked to be 1 by comparing the power series expansions at z = 0. Details can

be found in section 18.2 of [Lan87].

We now define some modified versions of the σ-function which will be useful in this essay. First let

θ(z;L) = ∆(L)e−6η(z;L)zσ(z;L)12

The discriminant factor is inserted to make θ(z;L) homogeneous in L, as one may easily check. This is

the 12-th power of the Siegel function introduced in section 19.2 of [Lan87]. To make this periodic, let

M be any auxiliary lattice containing L, and define

Θ(z;L,M) =
θ(z;L)[M :L]

θ(z;M)

We now prove the periodicity claim and express Θ as a rational function of ℘.

Theorem 3.4. The function Θ(z;L,M) is meromorphic and periodic with respect to L. It admits a

factorization

Θ(z;L,M) =
∆(L)[M :L]

∆(M)

∏
w∈M/L
w ̸=L

(℘(z;L)− ℘(w;L))−6

Proof. The z̄z term in the exponent cancels since A(M) = [M : L]A(L), so Θ is meromorphic. Periodicity

follows from a short calculation using proposition 3.1. Its divisor on C/L is 12[M : L](0)−12
∑
w∈M/L(w),

which agrees with the divisor of the claimed product expansion. It remains to show that they agree at

one point. The leading term at z = 0 is

∆(L)[M :L]

∆(M)
z12([M :L]−1)

for both sides, which proves the result.

For later use, we prove a distribution relation. Its proof is a simplified and expanded version of the

one given in [KL81], section 2.5, which would be fairly tedious if written out in full.

Theorem 3.5. Let L ⊆ M be lattices, and let t0 = 0, · · · , tn−1 be a system of coset representatives for

M/L, where n = [M : L]. Let z ∈ C be such that fz ∈ L, then

n−1∏
i=0

θ(z + ti;L) = µ θ(z;M)

where µ satisfies µfn = 1. If z ∈M , then this should be interpreted as an equality of the leading coefficient

in the power series expansions, so in particular, taking z = 0 gives

n−1∏
i=1

θ(ti;L) = µ
∆(M)

∆(L)

where µ is an n-th root of unity.

Proof. First observe that the left hand side is independent of the choice of representatives, up to an fn-th

root of unity. Indeed, if ω ∈ L and τ ∈M , then the transformation law for σ shows that

θ(z + τ + ω;L)

θ(z + τ ;L)
= e−6(η(z+τ ;L)ω−η(ω;L)(z+τ))

12



Note that fn(z + τ) ∈ L, so when this is raised to the fn-th power, the expression in the exponent is an

integer multiple of 2πi by the Legendre relation.

We next reduce the general equation to the special case z = 0. For this step only, assume the {ti} are
chosen such that

∑
ti = 0. Then we compute(∏n−1
i=0 θ(z + ti;L)

θ(z;M)

)n
=

n−1∏
i=0

θ(z + ti;L)
n

θ(z;M)

=

n−1∏
i=0

Θ(z + ti;L,M)e−6(η(z;M)ti−η(ti;M)z)

= e−6(η(z;M)
∑
ti−η(

∑
ti;M)z)

n−1∏
i=0

Θ(z + ti;L,M)

=

n−1∏
i=0

Θ(z + ti;L,M)

This function is L-periodic. Its divisor is

n−1∑
i=0

12n(−ti)− 12

n−1∑
j=0

(tj − ti)

 = 12n

n−1∑
i=0

(ti)− 12

n−1∑
i=0

n−1∑
j=0

(tj − ti) = 0

Hence it is a constant. This concludes the first reduction step.

Suppose L ⊆M ⊆ N , and the theorem holds for M/L and N/M . Let {t0 = 0, · · · , tn−1} be a system

of representatives for M/L, and let {s0 = 0, · · · , sm−1} be a system of representatives for N/M , then

{ti + sj} is a system of representatives for N/L. Introduce the notation a ∼n b for an = bn, then

m−1∏
j=0

n−1∏
i=0

θ(z + sj + ti;L) ∼fmn
m−1∏
j=0

θ(z + sj ;M) ∼fm θ(z;N)

Therefore, we may assume that [M : L] = p is prime.

By homogeneity, we may take M = [τ, 1]. Then L is one of the following p+ 1 sublattices of M :

- L = [pτ, 1]

- L = [τ + b, p] for 0 ≤ b ≤ p− 1.

We will use the product expansion

θ(z; [τ, 1]) = e6A(L)−1z(z−z̄)qτ (q
1/2
z − q−1/2

z )12
∞∏
n=1

(
(1− qnτ qz)(1− qnτ q−1

z )
)12

where Im(τ) > 0, qτ = e2πiτ , and qz = e2πiz. This follows from the product expansions of σ and ∆.

In the first case, a set of representatives is {0, τ, · · · , (p− 1)τ}, so

p−1∏
k=1

θ(kτ ; [pτ, 1]) =

p−1∏
k=1

(
e12πiτk

2/pqpτ (q
k/2
τ − q−k/2τ )12

∞∏
n=1

(
(1− qpn+kτ )(1− qpn−kτ )

)12)

= q1−pτ

p−1∏
k=1

(1− qkτ )12
∞∏
n=1

p−1∏
k=1

(
(1− qpn+kτ )(1− qpn−kτ )

)12
= q1−pτ

∞∏
n=0

p−1∏
k=1

(1− qpn+kτ )12
∞∏
n=1

p−1∏
k=1

(1− qpn−kτ )12

= q1−pτ

∞∏
n=0

(
1− qnτ
1− qpnτ

)24

=
∆(M)

∆(L)
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The second case can be treated similarly. A set of representatives for M/L is {0, 1, · · · , p − 1}. Let

τL = τ+b
p and α = e2πi/p, then

p−1∏
k=1

θ(k;L) =

p−1∏
k=1

θ
(k
p
, [τL, 1]

)
=

p−1∏
k=1

(
q1/pτ αb(αk/2 − α−k/2)12

∞∏
n=1

(
(1− qn/pτ αnb+k)(1− qn/pτ αnb−k)

)12)

=
qτ
qτL

p−1∏
k=1

(1− α−k)12
∞∏
n=1

p−1∏
k=1

(
(1− qn/pτ αnb+k)(1− qn/pτ αnb−k)

)12
Now apply the relation

∏p−1
k=1(1− λαk) =

1−λp

1−λ to get

p−1∏
k=1

θ(k;L) = p12
qτ
qτL

∞∏
n=1

(
1− qnτ
1− qnτL

)24

=
∆(M)

∆(τL)
p12 =

∆(M)

∆(L)

3.2 Eisenstein series

Let L be a lattice in C. The real analytic Eisenstein series of weight k associated to L is defined by

Ek(z, s;L) =
∑
ω∈L

(z̄ + ω̄)k

|z + ω|2s
, z /∈ L

It converges to a holomorphic function in s if Re(s) > 1 + k
2 .

Theorem 3.6. Fix z /∈ L. The function Ek(z, s;L) can be analytically continued to a meromorphic

function for all s. It satisfies a functional equation

Ẽk(z, s;L) = Ẽk(z, k + 1− s;L), Ẽk(z, s;L) = A(L)sΓ(s)Ek(z, s;L)

If k ̸= 0, then the function is holomorphic. Otherwise, it has a simple pole at s = 1 of residue A(L)−1.

Proof. This can be done using the standard technique of Mellin transform and Poisson summation. The

full proof can be found in [Wei76], section VIII.13.

Using this, we can define Ek(z;L) = Ek(z, k;L) for all k ≥ 1. For k ≥ 3, this definition coincides with

the classical one

Ek(z;L) =
∑
ω∈L

1

(z + ω)k
=

(−1)k

(k − 1)!

dk−2

dzk−2
℘(z;L) =

(−1)k+1

(k − 1)!

dk

dzk
log σ(z;L)

It will be shown that if L is the lattice parametrizing a CM curve, then Ek(z;L) is related to the value

of its L-function at k. Therefore, we want to better understand them, especially for k = 1 for this essay.

We first seek similar relations between Ek and σ as above for k = 1, 2. They turn out to take the same

form, except with some correction terms

Theorem 3.7. For z /∈ L,

E1(z;L) =
d

dz
log σ(z;L)− s2(L)z −A(L)−1z̄

E2(z;L) = −
d2

dz2
log σ(z;L) + s2(L)

where s2(L) = lim
s→0+

∑
ω∈L\{0}

ω−2|ω|−2s, in the sense of analytic continuation.
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Proof. Following [BSD65], consider the function

Ψ(z, s;L) =
z̄

|z|2s
+

∑
ω∈L\{0}

((
z̄ + ω̄

|z + ω|2s
− ω̄

|ω|2s

)
− ω̄

|ω|2s

(
sz

ω
+

(s− 1)z̄

ω̄

))

The series converges if Re(s) > 1
2 , and absolutely converges if Re(s) > 3

2 . At s = 1, it is ζ(z;L). In the

half-plane of absolute convergence, re-arranging the terms shows that

Ψ(z, s;L) = E1(z, s;L) + sz
∑

ω∈L\{0}

ω−2|ω|2−2s + (s− 1)z̄E0(0, s;L)

Evaluating at s = 1 using theorem 3.6 gives the relation for E1. The relation for E2 follows by differen-

tiating the first relation.

Corollary 3.8. For every k ≥ 1,

dk

dzk
logΘ(z;L,M) = 12(−1)k−1(k − 1)!

(
[M : L]Ek(z;L)− Ek(z;M)

)
Proof. This is immediate from the definition of Θ(z;L,M) and theorem 3.7.

Note that E1 has period L by analytic continuation, so we get an expression for η(z;L).

Corollary 3.9. η(z;L) = s2(L)z +A(L)−1z̄

3.3 Relation with L-values

We specialize the above discussion to a more algebraic setting and express certain L-values using the

functions introduced in the previous section. As before, let K be an imaginary quadratic field with

ring of integers O. Let E be an elliptic curve over K with complex multiplication by O. Let ψ be the

Grössencharakter associated to E by theorem 2.4. Consider the L-function associated to ψ̄k defined by

L(ψ̄k, s) =
∑

(b,f)=1

ψ̄k(b)

Nbs

where f is the conductor of ψ. Following Hecke’s proof of the functional equation, we break the summation

into partial L-functions. Choose an ideal m divisible by f as the modulus. For an ideal c prime to m, let

Lm(ψ̄
k, s, c) =

∑′ ψ̄k(b)

Nbs

where the sum is taken over all b prime to m such that [b,K(m)/K] = [c,K(m)/K].

Lemma 3.10. Let v ∈ K×. Suppose its order m = v−1O ∩O is divisible by f, then for every k ≥ 1,

Ek(v;O) = v−kψ(c)kLm(ψ̄
k, k, c)

where c = vm.

Proof. We prove the more general formula

Ek(v, s;O) = Nms−kv−kψ(c)kLm(ψ̄
k, s, c)

for s with a sufficiently large real part. The result follows by analytic continuation to s = k. Recall that

the assumption that E is defined over K implies that K has class number 1, so let µ generate m, and let

c = vµ ∈ O. An ideal b = βO occurs in the sum of Lm(ψ̄
k, s, c) if and only if β = αc, where α ∈ K× and

vp(α− 1) ≥ vp(m) for all prime p|m. This is also equivalent to β = c+ ωµ with ω ∈ O, so

Lm(ψ̄
k, s, c) =

∑
ω∈O

ψ̄((c+ ωµ)O)k

|c+ ωµ|2s
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To evaluate the character, let α = 1 + ωµ/c, then vp(α − 1) ≥ vp(m) ≥ vp(f) for all prime p|f, so

ψ(αO) = ψ(α)ψ(α∞)−1 = α, where α∞ is the idele consisting of 1 at finite places and α at the infinite

place. Therefore,

Lm(ψ̄
k, s, c) =

ψ̄(c)k

c̄k

∑
ω∈O

(c̄+ ω̄µ̄)k

|c+ ωµ|2s
=
ψ̄(c)k

c̄k
Ek(c, s;µO) =

ψ̄(c)k

c̄k
· µ̄k

|µ|2s
Ek(v, s;O)

To get the required formula, note that ψ(c)/c is a root of unity by corollary 2.5.

Fix an ideal a ofK prime to 6f. In the definition of Θ, take the auxiliary lattice to be a−1. Corollary 3.8

then gives a relation between values of the partial L-function and values of Θ. To get the full L-function,

we multiply together translated versions of Θ. Let B be a set of ideals prime to af such that their images

under the Artin map exactly traverses Gal(K(f)/K). Let f be a generator of f. Define

Λ(z;O, a) =
∏
b∈B

Θ(ψ(b)f−1 + z)

Theorem 3.11. For every k ≥ 1,

dk

dzk

∣∣∣∣
z=0

log Λ(z;O, a) = 12(−1)k−1(k − 1)!fk(Na− ψ(a)k)L(ψ̄k, k)

Proof. By corollary 3.8, the left hand side equals to

12(−1)k−1(k − 1)!

(
Na

∑
b∈B

Ek(ψ(b)f
−1;O)−

∑
b∈B

Ek(ψ(b)f
−1; a−1)

)
For the first sum, use lemma 3.10 to write it as∑

b∈B

(ψ(b)f−1)−kψ(b)kLf(ψ̄
k, k, b) = fkL(ψ̄k, k)

For the second sum, the homogeneity property of Eisenstein series gives

Ek(ψ(b)f
−1; a−1) = ψ(a)kEk(ψ(ab)f

−1;O)

The set aB is still a set of ideal representatives for Gal(K(f)/K). Substituting everything into the

expression gives the required result.

Now, let L be the lattice associated to E, in the sense that there is an analytic parametrization.

ξ : C/L→ E(C), z 7→ (℘(z;L), ℘′(z;L))

when E is given by a Weierstrass equation y2 = 4x3 − g4x− g6. Since E has complex multiplication by

O, there exists a compelx period Ω such that L = ΩO. The work we have done can be translated to the

lattice L using the homogeneity properties of the functions. Pick a generator α of a. The expressions for

Θ and Λ with respect to L and a−1 now take the form

ΘE,a(P ) = α−12∆(E)Na−1
∏

Q∈E[a]\{0}

(x(P )− x(Q))−6

ΛE,a(P ) =
∏

σ∈Gal(K(f)/K)

ΘE,a(σS + P )

where S is the point associated to Ωf−1 under the analytic parametrization, and we have used the

definition of ψ for the second expression. Both functions are rational functions defined over K. In this

setting, theorem 3.11 becomes

Corollary 3.12. For every k ≥ 1,

dk

dzk

∣∣∣∣
z=0

log ΛE,a(ξ(z)) = 12(−1)k−1(k − 1)!fk(Na− ψ(a)k)Ω−kL(ψ̄k, k)

It follows easily from this corollary that L(ψ̄k, k)/Ωk ∈ K for all k ≥ 1.
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3.4 p-adic expansion

Fix a prime p of K of good reduction for E with residue characteristic p > 3. Suppose further that p ∤ a.
For later use, we calculate the p-adic expansion of ΛE,a.

Fix a short Weierstrass model for E which is minimal at p. Let z be the stnadard uniformizer at

0 ∈ E defined by z = −x/y, and let Ê be the formal group attached to E over Op. Analytic functions

on the complex torus associated to E correspond bijectively with rational functions in x and y via the

parametrization (x, y) = (℘(z), ℘′(z)). Taking completion at p and the point 0 sends them to the formal

power series field Kp((Z)). Denote the image of ΛE,a by Λp,a.

Lemma 3.13. Let ω̂ ∈ Op[[Z]]
× be the formal invariant differential of Ê. Define a derivation on Kp((Z))

by D = ω̂−1 d
dZ , then the following diagram commutes

K(℘(z), ℘′(z)) Kp((Z))

K(℘(z), ℘′(z)) Kp((Z))

d
dz D

Proof. It suffices to check this on x and y. Suppose E has the equation y2 = 4x3 − g4x− g6, then

d

dz
℘(z) = ℘′(z),

d

dz
℘′(z) = 6℘(z)2 − 1

2
g4

By definition, ω̂ = 1
2y(Z)

d
dZx(Z), so D(x(Z)) = y(Z) and D(y(Z)) = 6x(Z)2 − 1

2g4.

The next theorem follows immediately from corollary 3.12 and the lemma.

Theorem 3.14. For every k ≥ 1,

Dk|Z=0 log Λp,a(Z) = 12(−1)k−1(k − 1)!fk(Na− ψ(a)k)Ω−kL(ψ̄k, k)

Finally, we establish an integrality theorem for Λp,a. For convenience, we assume theorem 4.1, to be

proven in the next section. Its proof does not require material from this subsection.

Theorem 3.15. Λp,a(Z) ∈ Op[[Z]]
×.

Proof. It is easy to see from the definition that the zeros of ΛE,a occur at generator of E[f]. Since p ∤ f,
none of them lie in E1(K̄p). Therefore, Λp,a(Z) has no zero. It converges in the maximal ideal of OK̄p

since it comes from a rational function of x and y, so by the Weierstrass preparation theorem, it must lie

in Kp · Op[[Z]]
×. The result follows from theorem 4.1 applied to a p-torsion point.

Corollary 3.16. Let FP be an extension of Kp, and let z ∈ P, then

Λp,a(z) ≡ Λp,a(0)
(
1 + 12f(Na− ψ(a))(L(ψ̄, 1)/Ω)z

)
(mod P2)

Proof. Suppose Λp,a(Z) = a0 + a1Z + O(Z2), then Λp,a(z) ≡ a0 + a1Z (mod P2) for z ∈ P by theo-

rem 3.15. Also observe that ω̂(Z) = 1 +O(Z2) by direct computation, so

D(log Λp,a(Z))|Z=0 = D(Λp,a(Z))|Z=0/Λp,a(0) = a−1
0 a1

The result now follows from theorem 3.14.

4 Elliptic Units

Keeping the notation from the previous section, we study some arithmetic properties of the functions

ΛE,a. The results are exactly the axioms of an Euler system, which will be introduced in the next section.
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4.1 Divisibility properties

Recall that θ(z;L) is homogeneous of weight 0 in L, so the value of ΘE,a is independent of the Weierstrass

model chosen.

Theorem 4.1. Let r be an ideal of O coprime to af, and let P ∈ E[r]\{0}. Then ΛE,a(P ) is a global

unit in the field K(E[r]).

Proof. Each term of ΛE,a(P ) is of the form ΘE,a(S + P ), where S has order f, so we just need to prove

that ΘE,a(Q) is a unit if Q has order divisible by at least two primes. By corollary 2.5, E has potentially

good reduction, say over the extension F of K. Let P be an arbitrary prime of F . Choose a minimal

Weierstrass model of E/F at P, then vP(∆(E)) = 0, so

vP(ΘE,a(Q)) = −12vP(α)− 6
∑

R∈E[a]\{0}

vP(x(Q)− x(R))

If the order of R in the above sum is not a power of P, then part (3) of lemma 2.8 implies that vP(x(Q)−
x(R)) = 0. Otherwise, vP(x(Q)) ≥ 0 and vP(x(R)) = −2/(Npm −Npm−1), where pm is the exact order

of R. Substituting these values into the expression shows that vP(ΘE,a(Q)) = 0.

4.2 Distribution relation

Theorem 4.2. Let a and b be coprime ideals of O, and let β be a generator of b. Suppose further that

b is coprime to 6, then ∏
R∈E[b]

ΘE,a(P +R) = ΘE,a(βP )

Proof. Both sides are rational functions on E defined over K with divisors

12
∑

Q∈E[ab]

(Q)− 12Na
∑

R∈E[b]

(R)

Therefore, it remains to prove their ratio is equal to 1 at a point. Let L be the lattice associated to a

Weierstrass model of E. Recall that

ΘE,a(P ) = Θ(z;L, a−1L) =
θ(z;L)Na

θ(z; a−1L)

if z is the point corresponding to P . Therefore, at z = 0, the ratio is

λ = lim
z→0

Θ(βz;L, a−1L)−1
∏

w∈b−1L/L

Θ(z + w;L, a−1L) = β−12(Na−1)
∏

w∈b−1L/L
w ̸=L

Θ(w;L, a−1L)

Expand this using θ and apply theorem 3.5.

λ = β−12(Na−1)
∏

w∈b−1L/L
w ̸=L

θ(w;L)Na
∏

w∈b−1L/L
w ̸=L

θ(w; a−1L)−1 = β−12(Na−1)

(
µ
∆(b−1L)

∆(L)

)Na−1

where µ satisfies µNb = 1. Since b−1L = β−1L, the homogeneity of ∆ reduces the above expression to

λ = µNa−1. Therefore, λNb = 1 and λ ∈ K. We assumed that Nb is coprime to 12, but roots of unities

in K have order divisible by 12. These imply λ = 1, as required.

Remark. The conclusion still holds if one drops the additional hypothesis that b is coprime to 6. For

details, see [dS87] Chapter II, section 2.3.
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Theorem 4.3. Let b be an ideal of O coprime to a. Let Q be a generator of E[b]. Suppose b = pb′,

where p ∤ 6f is prime and f|b′, then

NK(E[b])/K(E[b′])ΘE,a(Q) =

ΘE,a(ψ(p)Q) if p|b′

ΘE,a(ψ(p)Q)1−Frob−1
p if p ∤ b′

Proof. This follows essentially formally from the distribution relation (theorem 4.2) and the description

of the Galois action on ΘE,a.

The Galois group Gal
(
K(E[b])/K(E[b′])

)
is isomorphic to the kernel of

(O/b)×/O× → (O/b′)×/O×

via the global Artin map by corollary 2.5. Denote this group by C, and denote the element corresponding

to c ∈ C by σc. Then σc acts on E[b] by [cO,K], which is multiplication by ψ(cO) by the construction

of ψ. By corollary 2.5, ψ(cO) ∈ cO×, so

NK(E[b])/K(E[b′])ΘE,a(Q) =
∏
c∈C

ΘE,a(Q)σc =
∏
c∈C

ΘE,a(ψ(cO)Q) =
∏
c∈C

ΘE,a(cQ)

If p|b′, then {cQ − Q : c ∈ C} = E[p], so the desired result follows from the distribution relation.

Otherwise, {cQ−Q : c ∈ C} = E[p]\{R0}, where R0 ∈ E[p] satisfies Q+R0 ∈ E[b′]. Note that

ΘE,a(Q+R0)
Frobp = ΘE,a(ψ(p)Q+ ψ(p)R0) = ΘE,a(ψ(p)Q)

The result follows since Q+R0 ̸= 0 by the hypothesis that f|b′.

Corollary 4.4. Let r be an ideal of O coprime to af, and let P be a generator of E[r]. Suppose p is a

prime and r = ps, then

NK(E[r])/K(E[s])ΛE,a(P ) =

ΛE,a(ψ(p)P ) if p|s

ΛE,a(ψ(p)P )
1−Frob−1

p if p ∤ s

Proof. Each term of ΛE,a(P ) is of the form ΘE,a(S+P ), where S has order f. The result therefore follows

from the previous theorem by taking Q = S + P , which generates E[rf].

4.3 Congruence relation

Theorem 4.5. Let p be a prime of K not dividing af. Let b be an ideal of O coprime to a such that

vp(b) = 1 and b ̸= p. Let Q be a generator of E[b], then

ΘE,a(Q) ≡ ΘE,a(ψ(p)Q)Frob
−1
p

modulo every prime above p.

Proof. By theorem 4.2,

ΘE,a(ψ(p)Q) =
∏

R∈E[p]

ΘE,a(Q+R)

It remains to prove that ΘE,a(Q + R) ≡ ΘE,a(Q) modulo every prime above p, since Frobp acts as

x 7→ xNp. By definition,

ΘE,a(Q+R)

ΘE,a(Q)
=

∏
S∈E[a]\{0}

(
1 +

x(Q+R)− x(Q)

x(Q)− x(S)

)−6

Part (3) of lemma 2.8 shows that vp(x(Q) − x(S)) = 0. For the numerator, modulo any prime above p,

R reduces to 0, so vp(x(Q+R)− x(Q)) > 0. This proves the claim.
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5 Euler Systems and Kolyvagin Systems

In [Rub00], a general method was given to study Selmer groups associated to p-adic Galois representations.

It takes as input a family of compatible cohomology classes, which is called an Euler system. The elliptic

units form an Euler system thanks to the work done in the last section, and from the general machinery,

they give rise to bounds on the rank of certain ideal class groups. In this section, we give the details of

the argument for our special case.

The basic set up is the same: K is an imaginary quadratic field with ring of integers O, and E is

an elliptic curve over K with complex multiplication by O. Fix a prime p ∤ 6f of K and an ideal a of

K coprime to 6pf. Let P be the set of prime ideals not dividing 6pfa. Let R be the set of square-free

products of primes in P. Let Kn = K(E[pn]), and for each r ∈ R, let Kn(r) = Kn(E[r]). This is a change

of notation from earlier, when it represented the ray class group associated to r.

By corollary 2.5, Gr = Gal(Kn(r)/Kn) ∼= (O/r)× is cyclic and independent of n. The natural

projections Gr → Gq for all q|r together give an isomorphism

Gr
∼−→
∏
q|r

Gq

We use this to identify Gq with a subgroup of Gr if q|r. For each q ∈ P, fix a generator σq of Gq. The

field diagram is shown in figure 1.

K

K1

K2

K1(q)

K1(r)

K1(qr)

∆ = Gal(K1/K)

Gq = ⟨σq⟩

Gr

Gqr

Gq

Figure 1: Various fields

5.1 Euler system

Suppose we are given a p-adic Galois module T , an infinite abelian extension K/K containing a Zdp-
extension K∞/K, and a finite set of primes S containing primes above p and all primes where T is

ramified. According to [Rub00], an Euler system is a family {ηF ∈ H1(F, T ) : K ⊆f F ⊆ K} satisfying
certain corestriction conditions. We consider an example of this set-up.

Let the Galois module be Op with GK acting by the p-adic cyclotomic character, and let K be

generated by pnr-torsions of E for all n ≥ 1 and r ∈ R. The cohomology groups can be identified

with p-adic completions of multiplicative groups, and the corestriction maps are norms. Denote p-adic

completion of an abelian group M by M̂ . Explicitly, the definition is equivalent to

Definition 5.1. An Euler system is a family {ηn(r) ∈ K̂n(r)× : n ≥ 1, r ∈ R} such that

(i) NKn+1(r)/Kn(r)ηn+1(r) = ηn(r).

(ii) If q ∈ P and q ∤ r, then
NKn(rq)/Kn(r)ηn(rq) = ηn(r)

1−Frob−1
q
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(iii) ηn(r) ∈ Ô×
Kn(r)

.

(iv) ηn(qr) ≡ ηn(r)Frob
−1
q modulo every prime above q.

By theorem 4.1, corollary 4.4, and theorem 4.5, the elliptic units ηn(r) = ΛE,a(ξ(ψ(p
nr)−1Ω)) form

an Euler system, where ξ is an analytic parametrization for E with period lattice ΩO. The input to ΛE,a

is simply a canonical generator for the ideal pnr.

Remark. The definition given in [Rub00] does not assume conditions (iii) and (iv), instead deriving

(weakened forms of) them from the other axioms. Since their proof in the special case of elliptic units is

simpler, we have included them in the axioms for convenience.

Remark. Strictly speaking, this specializes the more general definition only if p splits inK, since otherwise

the cohomology group should be the direct sum of two copies of the multiplicative groups. However, the

explicit arguments we present here still work when p is inert.

The Euler system constructed is expected to give bounds on the ideal class group of Kn, which we

denote by An. The general machinery does not actually give anything new in this case, since one can

analytically derive precise relations between the size of An and the index of certain groups of elliptic units

within the global units (see [Rob73]). For our purpose, we need to look at the details of the Gal(Kn/K)-

action on An, in particular for n = 1. We accomplish this by twisting our Euler system above by a

character using a process described in general in section II.4 of [Rub00].

Let F = K1. Let ∆ = Gal(F/K) ∼= (O/p)×, which is cyclic of order Np − 1. For any O[∆]-module

M , its p-adic completion M̂ = lim←−M/pnM is a Op[∆]-module. The algebra Op[∆] is semisimple and

decomposes as

Op[∆] =
⊕
χ∈Ξ

Rχ

where Ξ is the set of irreducible Op-representations of ∆, which are equivalent to kp-representations by

the Teichmüller lifting. Each Rχ is isomorphic to Op. For any χ ∈ Ξ, we can consider the χ-part of M̂ ,

defined by Mχ = M̂ ⊗Op[∆] Rχ. It is canonically both a subgroup and a quotient of M̂ , and satisfies the

property that σa = χ(σ)a for all a ∈ M̂ . In particular, this process can be applied to the multiplicative

groups F (r)×.

Definition 5.2. An Euler system with character χ is a family {ηχ(r) ∈
(
F (r)×

)χ
: r ∈ R} such that

(i) If q ∈ P and q ∤ r, then
NF (rq)/F (r)η

χ(rq) = ηχ(r)1−Frob−1
q

(ii) ηχ(r) ∈
(
O×
F (r)

)χ
.

(iii) ηχ(qr) ≡ ηχ(r)Frob
−1
q modulo every prime above q.

Suppose {ηn(r)} is an Euler system in the sense of definition 5.1, define

ηχ(r) =

(
1

Np− 1

∑
σ∈∆

χ−1(σ)σ

)
η1(r) =

∏
σ∈∆

(
ση1(r)

)χ−1(σ)/(Np−1) ∈
(
O×
F (r)

)χ
This is just the image of η1(r) under the projection to the χ-component, so it is easy to see that {ηχ(r)}
is an Euler system with character χ.

Remark. In the twisted system, we have restricted ourselves to only one “layer” of the Euler system for

convenience. The definitions for higher layers (Kn(r) for n > 1) appear somewhat un-natural in the

explicit language, and we do not need them for this essay. Of course, they are used in deriving Iwasawa-

theoretical results, but moreover, when we construct the Kolyvagin system, it will be remarked that one

needs the entire Euler system in general.
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5.2 Kolyvagin system

The next step in the general machinery is to construct elements in certain cohomology groups associated

to K with prescribed behaviours locally. This is made precise using a finite-to-singular transfer map. We

describe the map explicitly here and define a Kolyvagin system. In the next section, we will construct

them from Euler systems.

Let M be a power of p greater than one. In later application, we will take M to be large. Let PM be

the set of q ∈ P such that

- q splits completely in F = K1.

- M |Nq− 1.

For completeness, let P1 = P. Let RM be the set of square-free products of primes in PM . For any

q ∈ PM , let Iq be the group of fractional ideals in F which is only divisible by primes above q. Then

Iq =
⊕

Q|q ZQ. Given an element κ ∈ F×/(F×)M , let [κ]q,M denote the projection of the principal ideal

(κ̃) to Iq/MIq for any lift κ̃ of κ to F×. The desired finite-to-singular map is an isomorphism

φq,M : O×
F,q/((OF,q)

×)M → Iq/MIq

where OF,q is the localization of OF at the ideal q. Since q splits completely in F ,

O×
F,q
∼=
∏
Q|q

O×
F,Q

so we need to construct an isomorphism

φQ,M : O×
F,Q/(O

×
F,Q)M → Z/MZ

for each Q|q. Fix one such Q. In the extension F (q)/F , the prime Q is tamely totally ramified. Let Q
be the unique prime in F (q) above Q, and let π be a uniformizer for Q, then we have an injection

Gq → k×F,Q, σ 7→
π

σπ
(mod Q)

This is an isomorphism since both groups have the same order. Let γQ be the image of σq under this

map. Given α ∈ O×
F,Q, suppose ᾱ = γ

φQ(α)
Q , where the bar denotes reduction modulo Q. The number

φQ(α) is well defined in Z/(Nq− 1)Z, so by the second condition on RM , it gives a map to Z/MZ. It is
clear from this description that φQ is an isomorphism. We define

φq,M (α) =
∑
Q|q

φQ,M (α)Q ∈ Iq/MIq

This is the required finite-to-singular map.

For each r ∈ R, let ν(r) be the largest M such that r ∈ RM . It is decreasing in r in the sense

that ν(r) ≤ ν(s) if s|r. In particular, ν(O) = ∞. In the next definition, interpret F×/(F×)∞ to be

the p-adic completion F̂×. With this convention, if m ≤ M , then there exists a natural projection

F×/(F×)M → F×/(F×)m, which will be used without comment.

Definition 5.3. A family {κ(r) ∈ F×/(F×)ν(r) : r ∈ RM} forms a Kolyvagin system if

(i) If q ∤ pr, then [κ(r)]q,ν(r) = 0.

(ii) If q|r, then [κ(r)]q,ν(r) = φq,ν(r)(κ(r/q)).

Remark. In [MR04], this is called a weak Kolyvagin system. It imposes a third condition: if q|r, then it

requires the restriction of κ(r) at q to lie in a transverse cohomology group, which in this case says that

adjoining an ν(r)-th root of κ(r) to K is totally ramified at q. We will not need this condition, but it

adds rigidity to the definition, which is used by Mazur and Rubin to classify all Kolyvagin systems in

favourable situations.
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5.3 The derivative construction

This section performs the technical computations which associates a Kolyvagin system to an Euler system.

For convenience, we assume that χ is not the mod-p cyclotomic character, or equivalently µχF = 0. For

the application to the Coates-Wiles theorem, this is satisfied. When it is used, we will remark on why

the condition is assumed and ways to avoid it.

Recall that for each q ∈ P, we chose a canonical generator σq of Gq = Gal(F (q)/F ). Define the

following elements of Z[Gq]

Nq =
∑
σ∈Gq

σ =

Nq−2∑
i=0

σiq, Dq =

Nq−2∑
i=0

iσiq

For any r ∈ R, let
Nr =

∑
σ∈Gr

σ =
∏
q|r

Nq, Dr =
∏
q|r

Dq

They satisfy the relation (σq − 1)Dq = Nq − 1 − Nq. In this section, we will generally write the group

action multiplicatively, so for example (σq − 1)α =
σqα
α for α ∈ F (q)×.

Lemma 5.4. Suppose {ηχ(r)} is an Euler system (with character χ), and r ∈ RM for M > 1, then the

image of Drη
χ(r) in F (r)×/(F (r)×)M is fixed by Gr.

Proof. We prove by induction on the number of prime factors of r. Suppose r = qs, where q ∈ PM , then

the definition of an Euler system implies that

(σq − 1)Drη
χ(r) = (Nq− 1)Dsη

χ(r)/DsNqη
χ(r) = (Nq− 1)Dsη

χ(r) ·Ds(Frob
−1
q −1)ηχ(s)

Since q splits completely in F , its Frobenius is the identity on F , so the second term is in (F (s)×)M by

induction hypothesis. We also have M |Nq− 1, so (σq − 1)Drη
χ(r) ∈ (F (r)×)M , which proves the lemma

because σq as q ranges over all prime divisors of r generate Gr.

The inflation-restriction sequence gives an exact sequence

0→ H1
(
F (r)/F, (µM ⊗ χ−1)F (r)

)
→ H1(F, µM ⊗ χ−1)→ H1(F (r), µM ⊗ χ−1)Gr

→ H2
(
F (r)/F, (µM ⊗ χ−1)Kn(r)

)
Here, µM ⊗ χ−1 means µM ⊗Op, where GK acts on Op via χ. Thanks to our assumption that χ is not

the cyclotomic character, (µM⊗χ−1)F (r) = 0. Therefore, the restriction in the middle is an isomorphism,

which Kummer theory allows us to write explicitly as(
F×/(F×)M

)χ ∼−→
(
F (r)×/(F (r)×)M

)χ,Gr

In particular, for each r ∈ RM , there exists a unique κχM (r) ∈
(
F×/(F×)M

)χ
such that κχM (r) =

Drη
χ(r)/βM for some β ∈ F (r)×. These will form a Kolyvagin system. We put χ in the superscript to

emphasize that they lie in the χ-component of the multiplicative group. If r = O, then Dr = 1, and

ηχ(r) ∈ (F×)χ. Define κχ∞(O) = ηχ(O). This is consistent with the above construction.

Remark. If χ is the cyclotomic character, then we can no longer find a unique lift this way. One can

get around this problem by introducing a universal Euler system. It allows one to pass from the original

Galois module to an induced module, which is cohomologically trivial. The details can be found in

Chapter IV of [Rub00]. This is another instance where the entire Euler system is required.

Theorem 5.5. Suppose {ηχ(r)} is an Euler system, then {κχν(r)(r)} is a Kolyvagin system.
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Proof. If q ∤ pr, then κχν(r)(r) is a global unit times an M -th power in F (r)×. The extension F (r)/F is

unramified at q since E[p] ⊆ F (corollary 2.5), so ν(r)|vQ(κχν(r)(r)) for all Q in F lying above q.

Now suppose r = qs, where q is prime. Let M = ν(r), then r, s, q ∈ RM . Choose βr ∈
(
F (r)×

)χ
and

βs ∈
(
F (s)×

)χ
such that

κχν(r)(r) = Drη
χ(r)/βMr , κχν(s)(s) = Dsη

χ(s)/βMs

We will drop the subscripts on κχ in the rest of the proof.

Fix a prime Q above q in F (r). The identification of Gq with a subgroup of Gr makes σq an element of

the inertia group of Q. Let πQ be a uniformizer, and let γQ be the residue of (1−σq)πQ. Let Q = Q∩F .
The natural embedding k×F,Q → k×F (r),Q sends γQ defined in the previous subsection to γQ. Since ηχ(r)

is a global unit and the ramification index of Q in F (r)/F is Nq− 1, we have

vQ(κχ(r)) ≡ − M

Nq− 1
cQ (mod M)

where cQ = vQ(βr). The element σq is in the inertia group, so (1 − σq)βr ≡ γcQQ (mod Q). Therefore,

comparing with the definition of φq,M , we need to show that

(σq − 1)βr ≡
(
κχ(s)

)(Nq−1)/M
(mod Q)

Our earlier calculation gives

β
(σq−1)M
r = (σq − 1)Drη

χ(r)

= (Nq− 1)Dsη
χ(r) ·Ds(Frob

−1
q −1)ηχ(s)

=
(
Frob−1

q −1
)(
κχ(s)βMs

)
· (Nq− 1)Dsη

χ(r)

=
(
Frob−1

q −1
)
βMs · (Nq− 1)Dsη

χ(r)

where we have used again the fact that Frobq acts trivially on F . Take M -th root to get

(σq − 1)βr = (Frob−1
q −1)βs ·

Nq− 1

M
Dsη

χ(r)

A priori, there could be a root of unity, but by the observation made during the construction of κχM (r),

there is no M -th root of unity in
(
F (r)×

)χ
. Both sides lie in the group, so the equality holds.

Finally, apply the congruence relation to get that

(σq − 1)βr ≡ (Frob−1
q −1)βs ·

Nq− 1

M
Ds Frob

−1
q ηχ(s)

≡ Frob−1
q

(
β1−Nq
s ·

(
κχ(s)βMs

)(Nq−1)/M
)

≡ Frob−1
q

(
κχ(s)

)(Nq−1)/M

=
(
κχ(s)

)(Nq−1)/M
(mod Q)

5.4 Bounding the ideal class group

In the general framework, elements in a Kolyvagin system produce relations in the dual Selmer group

via local duality. In our case, this is simply saying that elements of F× give relations in the ideal class

group. The main theorem is

Theorem 5.6. Let χ : ∆→ O×
p be a non-trivial character. Let {κχ(r)} be a Kolyvagin system for F/K.

Let C ⊆ O×
F be the subgroup generated by the roots of unities and κχ(1). Then

|Aχ| ≤ |(O×
F /C)

χ|
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Following [Rub00], there are two main steps to the proof, presented here as two lemmas. The first is

to produce a set of useful primes. The second shows that the elements of the Kolyvagin systems at those

primes contribute to enough relations in the ideal class group.

We first set up some notations. Since χ is not trivial, by the Dirichlet unit theorem, (O×
F /µF )

χ is free

of rank one over Rχ, so (O×
F /C)χ ∼= Rχ/cRχ for some c ∈ Rχ. Let m be the exponent of Aχ. Choose M

to be a sufficiently large power of p such that mc|M . Let L = F (µM ).

Lemma 5.7. Let {α1, · · · , αk} be the elements of Hom(Aχ,Z/MZ), treated as elements of Hom(GF ,Z/MZ)
via the global Artin map. There exists primes q1, · · · , qk ∈ RM such that for every i, 1 ≤ i ≤ k, we have

(i) ord
(
κχ(ri−1),O×

F,qi
/(O×

F,qi
)M
)
≥ ord

(
κχ(ri−1), L

×/(L×)M
)
.

(ii) ord(αi(qi),Z/MZ) ≥ ord(αi,Hom(GL,Z/MZ)).

where ri =
∏
j≤i qj.

Proof. We inductively choose qi ∈ RM satisfying the two properties. Suppose q1, · · · , qi−1 have been

constructed. Let ρ ∈ H1(L, µM ) ∼= Hom(GL, µM ) be the image of κχ(ri−1) under the Kummer map for

L. Consider the following subgroups of GL:

Bκ = {γ ∈ GL : ord(ρ(γ), µM ) < ord(ρ,Hom(GL, µM ))}

Bα = {γ ∈ GL : ord(αi(γ),Z/MZ) < ord(αi,Hom(GL,Z/MZ)}

These are both proper subgroups of GL, so there exists γ ∈ GL\(Bκ ∪Bα). Let L′ be an extension of L

such that ρ and αi are trivial when restricted to L′. By the Chebotarev density theorem, there exists a

prime qi in K not dividing 6pfari−1 whose Frobenius in L′/K is γ. This implies that it splits completely

in L/K, so qi ∈ RM .

The Kummer map is injective, so ord
(
κχ(ri−1), L

×/(L×)M
)
= ord(ρ,Hom(GL, µM )). We also have

an isomorphism

O×
F,qi

/(O×
F,qi

)M =
⊕
Q|qi

O×
F,Q/(O

×
F,Q)M

∼−→
⊕
Q|qi

H1
ur(FQ, µM )

∼−→
⊕
Q|qi

µM

where the first arrow is the Kummer map, and the second arrow is evaluation as 1-cocycles at the

Frobenius of qi. The group ∆ acts on the left hand side naturally, and on the right hand side by

permuting its factors. The isomorphism is ∆-equivariant, so the χ-component of OF,qi
/(OF,qi

)M is

isomorphic to µM by projecting to a factor. Under these identifications, the image of κχ(ri−1) is ρ(γ),

up to an automorphism of µM which depends on the choice of a place above q in K̄. This proves (i).

Condition (ii) is immediate since qi maps to Frobqi = γ in GK/ ker(αi) under the Artin map.

Lemma 5.8. Let {q1, · · · , qk} be the primes constructed in lemma 5.7. Let v be the valuation map

OF [q−1
1 , · · · , q−1

k , p−1]× ⊗ Z/mZ→
k⊕
i=1

Iqi
/mIqi

Then the χ-component of its cokernel satisfies

| coker(v)χ| ≤ |(O×
F /C)

χ|

Proof. The map H1(F, µM )→ H1(L, µM ) is injective. Indeed, its kernel is H1(L/F, µM ), which is easily

shown to be 0 using the formula for the cohomology of cyclic groups. For each i, let ri =
∏
j≤i qj , and let

δi = ord
(
κχ(ri), L

×/(L×)M
)
= ord

(
κχ(ri), F

×/(F×)M
)

Then by construction,

δi ≥ ord([κχ(ri)]q, Iq/MIq) = ord
(
κχ(ri−1),O×

F,qi
/(O×

F,qi
)M
)
= δi−1
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where for the first equality, we used the definition of a Kolyvagin system, and for the second equality,

observe that there is an isomorphism

O×
F,qi
⊗ Z/MZ ∼−→ (OF /qiOF )× ⊗ Z/MZ

by Hensel’s lemma. The choice ofM to be sufficiently large and the definition of C gives an exact sequence

0→ Rχκ
χ(1)/µF ∩Rχκχ(1)→ Rχ/MRχ → (O×

F /C)
χ → 0

Therefore,

δ0 = ord
(
κχ(1), F×/(F×)M

)
= ord

(
κχ(1),O×

F /(O
×
F )

M
)
≥M/|(O×

F /C)
χ| ≥ m

For each i, choose κ̄i ∈ OF [r−1
i , p−1]× such that κ̄Mi = κχ(ri)

δi . LetA(i) be the subgroup of F×/(F×)m

generated by {κ̄1, · · · , κ̄i}. Then∣∣v(A(i))/v(A(i−1))
∣∣ ≥ ord([κ̄i]qi , Iqi/mIqi) ≥ ord([κχ(ri)], Iqi/MIqi)m/δi ≥ δi−1m/δi

Multiply these inequalities together for all i gives

| Im(v)| ≥ mkδ0/δk ≥ mk/|(O×
F /C)

χ|

where we have used the trivial bound δk ≤M . The codomain of v has size mk, so the result follows.

Proof of Theorem 5.6. It remains to show that {q1, · · · , qk} constructed above generate Aχ, since then

coker(v) surjects onto Aχ. Suppose for contradiction that there exists a j such that αj : Aχ → Z/MZ
vanishes on all qi. In particular, it must restrict to 0 on GL by condition (ii) of lemma 5.7, so αj belongs

to Hom(Gal(L/F ),Z/MZ). The extension L/F is totally ramified at primes above p, so αj = 0.

Combining the results from this section, we get

Corollary 5.9. Let χ : ∆→ O×
p be a character which is neither trivial nor the cyclotomic character. Let

a be an ideal coprime to 6pf, and let η(a) = ΛE,a(ξ(ψ(p)
−1Ω)) be an elliptic unit associated to a. Then

|Aχ| ≤ |(O×
F /Ca)

χ|

where Ca is the Z[∆]-submodule of O×
F generated by µF and η(a).

Remark. The corollary holds for all χ. If χ is trivial, then the inequality holds trivially since Aχ is the

ideal class group of K. If χ is cyclotomic, then the more robust construction of Kolyvagin systems we

referenced to earlier proves the inequality.

6 The Coates-Wiles Theorem

In this section, we prove the main theorem:

Theorem 6.1 (Coates-Wiles). Let K be an imaginary quadratic field. Let E be an elliptic curve over K

with complex multiplication. If L(E, 1) ̸= 0, then E(K) is finite.

First observe that if E has complex multiplication by the order Z + cO for some c > 1, then there

exists an isogeny E → E′ with kernel E[cO]. The curve E′ has complex multiplication by O. Since

isogenies do not change rankE(K) or L(E, s), we may assume that we are in the usual case where E has

complex multiplicaiton by the maximal order O.
Recall some notations from the previous sections. Let p be a prime of K not dividing f with residue

characteristics p > 7. Let F = K(E[p]), then F is totally ramified above p with Galois group ∆ ∼= (O/p)×.
Let χE : GK → k×p be the character of GK acting on E[p]. Let P be the unique prime of F above p, and

A be the ideal class group of F . On the analytic side, let ξ : C/L→ E(C) be an analytic parametrization

with period lattice L = ΩO, and let η(a) = ΛE,a(ξ(ψ(p)
−1Ω)) be the elliptic unit defined in section 5. It

is a global unit in F .
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Lemma 6.2. The character χE is neither trivial nor cyclotomic.

Proof. By the construction of ψ, χE([x,K]) = x−1 for x ∈ O×
p since p ∤ f. Therefore, χE ̸= 1. The Weil

pairing E[p]× E[p]→ µp is non-degenerate and Galois-equivariant (proposition III.8.1 of [Sil09]). If χE

is cyclotomic, then σQ − Q ∈ E[p]⊥ for all Q ∈ E[p], σ ∈ GK , so E[p]GK ̸= 0. We have shown above

that E[p]GK = 0, so this can only happen if p splits in K and E[p̄] ⊆ E(K). For x ∈ O×
p̄ , [x,K] acts on

E[p̄] by ψ(x)x−1, where ψ(x) ∈ O× (corollary 2.5). We therefore need O× → (O/p̄)× to be surjective,

which is impossible since p̄ has residue characteristics at least 7.

Lemma 6.3. There exists a coprime to 6pf such that Na ̸≡ ψ(a) (mod p).

Proof. By corollary 2.5, ψ(a) generate a, so Na = ψ(a)ψ̄(a), so we just need ψ̄(a) ̸≡ 1 (mod p), or

equivalently ψ(a) ̸≡ 1 (mod p̄). For each prime q not dividing 6pf, [q,K] acts on E[p̄] by ψ(q). By the

Chebotarev density theorem applied to K(E[p̄])/K, we are done if E[p̄] ̸⊆ E(K), which was shown in

the previous lemma.

Remark. In the previous two lemmas, the condition p > 7 was necessary. Explicitly, consider the following

elliptic curve defined over Q(ω), where ω = 1+
√
−3

2

E : y2 + (ω + 1)y = x3 − (ω + 1)x2 + ωx− ω

It has complex multiplication by Z[ω] defined by ω(x, y) = (−ω(x− 1),−y − (ω + 1)). Let p = (3ω − 2),

then the conductor of the curve is p̄2. The point (0,−1) generates the torsion subgroup E[p̄]. One can

check that the two results above fail for p. However, the condition can be dropped if E is defined over Q
since then p ∤ f implies p̄ ∤ f.

Theorem 6.4. If p ∤ L(ψ̄, 1)/Ω, then AχE = 0.

Proof. Choose an ideal a as in lemma 6.3 and consider its associated elliptic unit η. By lemma 6.2, we

may apply corollary 5.9. Since (O×
F /µF )

χE is free of rank one over Rχ, the theorem reduces to showing

ηχE /∈ µχE

F

(
(O×

F )
χE
)p

Let P = ξ(ψ(p)−1Ω) ∈ E[p], and let z = −x(P )/y(P ) ∈ P be the corresponding point in Ê[p]. By

corollary 3.16, we have an expansion

η ≡ Λp,a(0)
(
1 + 12f(Na− ψ(a))(L(ψ̄, 1)/Ω)z

)
(mod P2)

The proof of lemma 2.8 shows that vP(z) = 1. Our choice of p and a implies that 12f(Na−ψ(a))(L(ψ̄, 1)/Ω)
is a p-adic unit. By theorem 3.15, Λp,a(0) ∈ O×

p . Let S be the Teichmüller representatives of kP, which

consists of the roots of unities in OF,P and 0. Since FP/Kp is totally ramified, S ⊆ Op. The above

discussion shows that the P-adic expansion of η with respect to S has the form a0
(
1+a1z+O(z2)

)
, with

a0, a1 ̸= 0. We now compute

ηχE =

(
1

Np− 1

∑
σ∈∆

χ−1
E (σ)σ

)
a0
(
1 + a1z +O(z2)

)
= a0

∏
σ∈∆

(
1 +

1

Np− 1

∑
σ∈∆

χ−1
E (σ)σ(a1z) +O(z2)

)

= a0

(
1 + a1 ·

1

Np− 1

∑
σ∈∆

(χ−1
E i)(σ)z +O(z2)

)

where i : ∆ → O×
P is defined by σz = i(σ)z. By definition, σP = χE(σ)P , so i = χE . Therefore, the

expansion of ηχE is still a0
(
1 + a1z +O(z2)

)
.

Again by lemma 6.2, µχE

F = 0, so the theorem follows from the stronger claim that ηχE /∈ (O×
F,P)p.

Let x = x0 + x1z +O(z2) ∈ O×
F,P with x0, x1 ∈ S, then xp = xp0 +O(zp) since vP(p) = Np− 1 ≥ p− 1.

Since P-adic expansion with respect to S is unique, this cannot equal to ηχE , as required.
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Proof of the Coates-Wiles Theorem. By theorem 2.6, L(E, 1) = L(ψ, 1)L(ψ̄, 1). If L(E, 1) ̸= 0, then

L(ψ̄, 1) ̸= 0, so we can choose a prime p in K not dividing f(L(ψ̄, 1)/Ω) with residue characteristic p > 7.

We will show that Sψ(p)(E) = 0. By theorem 2.13, we need AχE = 0 and δ1(O×
F ) ̸= 0. The first condition

is guaranteed by the previous theorem.

For the second condition, the more informative way of proving it is to apply Wiles’ explicit reciprocity

law (theorem 2.10). It shows that

δ1(η) = −12f(Na− ψ(a))(L(ψ̄, 1)/Ω)P

Since we did not prove the reciprocity law, we will follow [Rub99] and show that (O×
F )

χE → (O×
F,P)χE is

surjective for a set of p with positive density, which suffices for the theorem by lemma 2.9.

If p splits, then the absolute ramification index of P isNp−1 = p−1, so the logarithm and exponential

maps define isomorphisms 1 +P2OF,P ∼= P2OF,P. Therefore,

O×
F,P ⊗Qp ∼= (1 +P2OF,P)⊗Qp ∼= OF,P ⊗Qp ∼= FP

∼= Kp[∆]

All of the isomorphisms above are ∆-equivariant, with the existence of the final one guaranteed by

the normal basis theorem. Taking the χE component implies
(
O×
F,P

)χE ⊗ Qp ∼= Kp. This shows that(
O×
F,P

)χE ∼= Op is either isomorphic to Op or Op ⊕ Z/pZ, the latter case occurring if and only if

FP contains the p-th roots of unity. In the first case, we are done since our earlier work shows that(
O×
F

)χE ̸⊆
(
(O×

F,P)χE
)p
. We therefore need to choose p to rule out the second case.

If FP contains µp, then FP = Kp(µp) since both are totally ramified extensions of degree p − 1. In

particular, p is a norm in FP/Kp, so [p, FP/Kp] = IdFP
. Globally, [ψ(p), F/K] acts by ψ(p)ψ(p)−1 = 1

on E[p∞], so [ψ(p), FP/Kp] = IdFP
. Therefore, p/ψ(p) is a norm from FP. It is a unit, so it must

be in 1 + pOp (alternatively, one may derive this using Lubin-Tate theory). But p/ψ(p) = ψ̄(p), so

TrK/Q ψ(p) ≡ 1 (mod p). For p > 5, which is assumed, this implies TrK/Q ψ(p) = 1 by Hasse’s bound.

If this happens, we call p anomalous. We will show that the set of primes which splits minus the set of

anomalous primes has positive density.

Let O = Z[τ ]. Suppose p = pp̄ splits and is anomalous. Let ψ(p) = a + bτ with a, b ∈ Z, then
TrK/Q ψ(p) = 2a + bTrK/Q τ = 1. If 2 ramifies in K, then τ can be taken to be

√
−D, with trace zero,

so 2a = 1, which is a contradiction. Otherwise, τ may be chosen to have trace one, so 2a + b = 1. We

also have p = (a+ bτ)(a+ bτ̄), which implies

4p = 1 + b2(NK/Qτ − 1)

Take remainder modulo a large prime q coprime to the discriminant of K. The equation shows that for

at least half of the residue classes modulo q, no anomalous primes exist in them. Therefore, by Dirichlet’s

theorem on primes in arithmetic progression, there exists infinitely many primes which split but are not

anomalous. Choosing any one of them finishes the proof of the theorem.

Corollary 6.5. If E is an elliptic curve over Q with complex multiplication (over C), and L(E, 1) ̸= 0,

then E(Q) is finite.

Proof. Let ψ be the Grössencharakter associated to E/K , where K is an imaginary quadratic field over

which E has complex multiplication. One can check from the definition that L(ψ, s) = L(ψ̄, s), and that

L(E/Q, s) = L(ψ, s), up to a finite number of Euler factors which do not vanish at 1. For details of these,

see section 10.4 of [Lan87]. The result now follows from the Coates-Wiles theorem.

7 Explicit Computations

In [Rub99], Rubin ended with an explicit computation with the curve y2 = x3− x defined over Q(i). We

will perform a similar computation with a curve with j-invariant 0. This isomorphism class in particular

includes the Fermat curve x3 + y3 = 1 and was also extensively studied.
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Let ω = 1+
√
−3

2 , and let K = Q(ω). Let p3 = (1+ω) be the unique prime above 3 in K. We consider

the elliptic curve

E : y2 + y = x3

defined over K. It has complex multiplication by OK = Z[ω] given by ω(x, y) = (−ωx,−y− 1). The goal

of this section is to explicitly compute the various objects we looked at in this essay, and to verify some

of the results we proved.

The curve is labelled 81.0.9-CMa1 in the LMFDB. From it, we get j(E) = 0, ∆(E) = −27, fE = p43,

and E(K) = E[p23]
∼= Z/3Z ⊕ Z/3Z, generated by (−1,−ω) and (0,−1). Among the generators, (0,−1)

generate E[p3]. The curve E has additive reduction at p3 with Tamagawa number 3. Most of these data

come either immediately from the equation or via Tate’s algorithm. The torsion part of E(K) can be

determined using the Lutz-Nagell theorem. One can use isogeny descent to show that the rank of E is

0. Alternatively, LMFDB data shows that L(E/Q, 1) ̸= 0, so L(ψ̄, 1) ̸= 0, and the claim follows by the

Coates-Wiles theorem.

Hecke character We compute the Grössencharakter ψ : IK/K× → C× attached to E. When restricted

to the archimedean places, this is just C× → C×, x 7→ x−1. For the finite places, first consider the primes

away from p3 = (1 + ω). Let p ̸= p3, then E has good reduction at p, so ψ(O×
p ) = 1, and ψ(p) is a

generator of p. The Frobenius at p acts trivially on E[p23], so ψ(p) ≡ 1 (mod p23). These conditions

uniquely determine ψ(p). For example, take p = 2O, then ψ(p) = −2. One can easily check using the

point doubling formula that ψ(p) reduces to the Frobenius (x, y) 7→ (x4, y4).

Next, consider the behaviour of ψ on K×
p3
. If u ∈ O and u ≡ 1 (mod p23), then ψ(uO) is the unique

generator of (u) which is congruent to 1 modulo p23, so it equals to u. Comparing this with ψ(u) = 1 and

the above computation of the archimedean part of ψ shows that ψ(up3
) = 1. Such elements are dense in

1 + p23Op3
, so the conductor of ψ is p23, which agrees with the result of Serre and Tate remarked earlier

in the essay. For completeness, the same method shows that ψ((1 + ω)p3
) = 1 + ω, and ψ((ω)p3

) = ω.

These results completely determine ψ.

Observe that a prime p ̸= 3 splits in K iff p ≡ 1 (mod 3) by quadratic reciprocity. Using the

description of ψ given above, we see that ψ(p) = −p if p is inert, whose trace reduces to 0 modulo p,

so the reduction is supersingular. If p splits, then p = a2 + ab + b2 for a, b ∈ Z, and p = p+p−, with

p± = (a + bω±1)O. Let ϵ, δ ∈ {0,±1} be such that a ≡ ϵ, b ≡ δ (mod 3). One can check that a ̸≡ b

(mod 3), so ϵ ̸= δ, and ϵ+ δω±1 ∈ ⟨ω⟩. Therefore, ψ(p±) = (a+ bω±1)(ϵ+ δω∓1), and its trace is

ap = ap± = a(2ϵ+ δ) + b(2δ + ϵ)

For example, if p = 7, then a = 2, b = 1, ϵ = −1, δ = 1, so a7 = −1, in agreement with the data from

the LMFDB. It is easy to see that ap ≡ −1 (mod 3). In particular, ap ̸= 0, so it is also non-zero when

reduced modulo p (we need p > 5 to use the Hasse bound, but 2 and 5 are inert). We have therefore

proven that E has supersingular reduction at a prime above p ̸= 3 if and only if p is inert. This is a

special case of Deuring’s criterion for reduction (section 13.4, theorem 12 of [Lan87]).

Division points Let p = (2 + ω). We expect F = K(E[p]) to be an abelian extension of K of degree

Np−1 = 6, totally ramified above 7. A computation shows that in fact F = K(α), where α6 = − 3
7 (ω+4),

and the p-torsion points are generated by

P7 =

(
1

3
(ω + 1)α2,−1

2
ωα3 − 1

2

)
One can further show that F has class number one, which satisfies the bounds derived earlier, albeit

trivially. Finally, observe that if σ ∈ GK is such that σα = ωα, then σP = 3P . This determines χE .
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Next let q = (5), which remains prime in K. The x-coordinates of points in E[5]\{0} are roots of the

division polynomial ψ5 (see exercise 3.7 of [Sil09]), given by

ψ5(x) = 5x12 + 95x9 − 15x6 − 25x3 − 1

Instead of computing K(E[5]), a field of absolute degree 48, and its associated quantities, we take q to

be our auxilliary ideal a. Then

ΘE,q(P ) = 5−12(−27)24
( ∏
Q∈E[a]\{0}

(x(P )− x(Q))

)−6

= 372ψ5(x(P ))
−12

Let P = (21/3, 1) ∈ E(K̄). It is the sum of a 2-torsion point and a p3-torsion point. By the proof of

theorem 4.1, we expect ΘE,q(P ) to be a global unit. Plugging the values in gives the value 1, which is

indeed a global unit. More excitingly, take P to be P7 + (0,−1), we obtain

ψ5(x(P )) = 2−1 · 36 ·
(
(105− 140ω)α3 + (127 + 75ω)

)
ΘE,q(P ) = 212

(
(105− 140ω)α3 + (127 + 75ω)

)−12

By computing norm, one can verify that this is the 12-th power of a global unit.

From the expression, one can also compute the expansion of ΘE,q(z) around z = 0. The expansion

for ℘(z) is z−2
(
1− 1

140z
6 +O(z10)

)
, so

ΘE,q(z) = 372 · 5−12z12·24
(
1 + 3 · 232 · 7−1z6 +O(z10)

)
which has the expected leading term. Furthermore, observe that

d

dz
logΘE,q(z) = −12

ψ′
5(℘(z))

ψ5(℘(z))
℘′(z) = −12ψ

′
5(x)

ψ5(x)
(2y + 1)

Choose f = 3 to be the generator of f. Given a complex period ΩC, let P be the point corresponding to
1
3ΩC. By corollary 3.12,

L(ψ̄, 1)/ΩC = − 1

2 · 32 · 5
TrK(f)/K

(
ψ′
5(x(P ))

ψ5(x(P ))
(2y(P ) + 1)

)
We will compute a value of ΩC in the next part. With that choice, P = (−1, ω − 1). This formula then

gives L(ψ̄, 1)/ΩC =
√
−3
9 . Therefore, L(E, 1) = 1

27ΩCΩ̄C.

Analytic invariants Finally, we consider E as a curve over Q and look at the predictions of the Birch

and Swinnerton-Dyer conjecture. According to the LMFDB, L(E/Q, 1) ≈ 0.58888.

The curve E has the short Weierstrass equation y′2 = x′3+ 1
4 , so we seek a period ΩC ∈ C× such that

35Ω−6
C G6(O) = − 1

4 . In fact

G6(O) =
1

26 · 33 · 5 · 7 · π3
Γ
(1
3

)6
Γ
(1
6

)6
This is stated in section 1.1 of [DS05]. It can be proven by transforming the associated elliptic integral

into a beta integral. From this statement, we deduce that

ΩC =
1

22/3
√
−3π

Γ
(1
3

)
Γ
(1
6

)
, Ω =

1

22/3
√
π
Γ
(1
3

)
Γ
(1
6

)
≈ 5.2992

where to get the real period, we multiplied ΩC by
√
−3. Therefore, the algebraic part of L(E/Q, 1) is

equal to 1
9 . Based on this computation, the Birch and Swinnerton-Dyer conjecture predicts that X(E/Q)

is trivial. If we apply Wiles’ reciprocity law in the proof of the Coates-Wiles theorem, then we can deduce

from what has been proven that Sp(E/Q) = 0 for p > 3.
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