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APPENDIX A. HRUSHOVSKI CONSTRUCTION

The goal is to construct an w-categorical 2-sparse graph of infinite degree. The
main starting point is to generalize the notion of Fraissé structures/limits. Recall
for this we had a class of finitely generated structures and considered all embeddings
between them and amalgamated. The generic strategy is to restrict out attention
to only certain embeddings.

Consider a class K of (finite/finitely generated) structures along with a set .S of
embeddings between elements of K such that S

(1) contains all isomorphisms,
(2) is closed under composition, and
(3) whenever A,C € K, and f: A— Cisin S, if K 3 B C C contains the
image of f, then g : A — B such that g (a) = f (a) is in S.
We call elements of S strong embeddings. We write A < B to mean that A is

a strong substructure, i.e. A C B and the inclusion map is in S. Note that if
f: A< B is an embedding, then f € S iff f(A) < B.

Definition 1. (K, <) satisfies the JEP if for all A, B € K there exists C € K such
that

A—C+ B

where the maps are in S. We say (K, <) has AP if the usual definition holds where
we insist the maps are strong.

Now assume K has JEP and AP. Then we can consider the analogue of the
Fraissé limit, which is sometimes called the Hrushovski-Fraissé limit.

Definition 2. A chain Ay < A; < --- of elements of K is rich if
(1) For all A € K there is some i such that A < A;,

(2) for all strong f : A; — B there is j and strong g : B — A; such that it
commutes, i.e. g(f (a)) =a for a € A;.

Theorem 1. Suppose (K, <) is countable and has JEP and AP. Then, up to iso-
morphism, there is a unique countable structure M which can be written as the
union of a rich sequence. Moreover M is “homogeneous” in the following sense. If
A< M and B < M are isomorphic, then the isomorphism extends to an automor-

phism of M.
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Note that A < M means that there is some ¢ such that A < A;, and this doesn’t
depend on the choice of the rich sequence. Let’s see that it does not depend on
the sequence. So let M = UA; = UB; and A < A;. Say A; C B C A,. We know
A; < Ay, so A; < Bj as well, and therefore A < A; < B;. But strong embeddings
are closed under composition, so A < B;.

Example 1. Consider the class of graphs with degree < 1. So all we can have is
matching, and isolated points. Then we can say that A < B if there is no edge
between A and the complement. Then the limit of this class consists of infinitely
many matchings, and infinitely many isolated points.

Remark 1. Assume K has finitely many substructures of each size n (and no infinite
structure) and there is F' : N — N such that if B € K, A C B, and |A| < n, then
there is A C C < B with |C| < F (n). Then M is w-categorical.

If we take the smallest C', we should think of C' as the closure of A. So somehow
M is homogeneous on strongly embedded sets. To know the orbit of a finite set
in M, it is enough to know the automorphism type of something which contains it
and is a strong embedding in M.

A.1. Hrushovski pre-dimension. Fix some k > 2. This will be the sparsity
parameter. Let Cj be the class of k-sparse graphs:

[E(A)] < E[V(A)
for any finite subset A. Recall E (A) consists of the edges with both endpoints in
A.

Note first that this class does not have amalgamation.

Example 2 (Counterexample). Take k = 2 and consider the black graph. Then
consider two graphs built by adding one vertex and three edges, written in blue
and red respectively:

a

We can’t amalgamate the blue and the red graphs. The point is that if we add k
edges when we add a single vertex this is somehow the saturated case and adding
any more breaks amalgamation. We now make this formal.

Define the predimension é on Cy to be
§(A) =k |V (A)-[EA)] .

Note that our class is precisely the class such that ¢ (4) > 0.
Now we specify strong embeddings.

Definition 3. For A, B € Cy and A C B we say that A < B if for all A C C C B,
5(C)=>46(A) .

Example 3. For k = 2, there is no vertex in B\ A which has three neighbors in
A.
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Lemma 1. (Cy, <) is a (generalized) Fraissé class with JEP and AP.

Note that amalgamation is obtained by free amalgamation

The argument that this works is straightforward.
Note that the Fraissé limit of this is not quite what we want because it is not
w-categorical. There is no finite closure.

Example 4. For k£ = 1 we can have paths, but the limit will be tree-like which is
not w-categorical. A similar story holds for & = 2. Note that a strong substructure
of this is a path, and closures are unbounded.

A.2. d-closed. We define the dimension to be the minimal predimension of some-
thing which contains A.

Definition 4. Let A C B in Cy. Then we write A <; B, and say A is d-closed in
Bif§(A) <6 (C) for any A< C C B.

Lemma 2. (Cy, <4) is a (generalized) Fraissé class with JEP and AP.

Example 5. For kK = 1 the Fraissé limit is an arbitrary disjoint union of finite
trees. So we have all sorts of finite connected components because if we add any
vertex the dimension doesn’t increase.

Since our connected components are finite we can put a bound on them.
Definition 5. Let F : RZ% — R=2° and define
Cr={A€Cy|¥BC A3(B)> F(B))

Now we will be interested in the case when F' looks like a logarithm. So for a
subset B this is saying our predimension can’t be too small. In the case of trees,
any finite tree has predimension 1, so as soon as this function is greater than 1
there is no finite tree of this size, and we get a bound on the size.

Theorem 2. Let F be smooth, increasing, F () — oo, and F (0) =0. Then if
(1) F' is non-increasing, and
(2) F'(x) <1/x for x >0

then (Cr,<4) is a free amalgamation class and the limit is w-categorical.

Proof sketch. So the points allowed are above the curve. So say we have a strong
embedding of A into B; and Bs. We know the size and codimension of B; and
By are at least as large as A, so we can plot the predimension as a function of
the size as in fig. 1. Then the free amalgamation C' forms the final vertex of the
parallelogram in the plot as in fig. 1. So now we just need a condition on F' such
that the interior of such parallelograms is disjoint from the portion under the curve.
As it turns out this gives us exactly the conditions in the theorem.

w-categoricity follows from the fact that F — oo because the predimension of
the closure can only go down, but F' eventually goes to infinity, so the closure has
bounded size. (]
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FIGURE 1. A has a strong embedding into By and By. The amal-
gamation forms the final corner of a parallelogram.

Example 6. Let k = 2 and take:

F(1) =2 F(2)=3
F(3)=4 F(4)=5
F()=5 F (k) =log (k) + (5 —log (5))

for £ > 5. If we have two points with edges, the predimension is 4, and if we have
an edge the predimension is 3 which is fine, but anything more and it is not allowed.
For three vertices, we allow:

e

AN

but we don’t allow a triangle. For 4-vertices this won’t allow a 4-cycle. Notice
however that 5-cycles are allowed. Every vertex has infinite degree because of the
following. If we have any graph and add a vertex with one edge, this increases the
predimension so this is always an allowed move. So the theorem is already proved.

Note the following other properties. This graph has a unique 1-type, as the type
of a point, {a}, is always closed. It also has a unique type of an edge as o — o
is closed. It is clear that the limit is connected as well. Assume we have two points
a and b which are not connected. Then the predimension is

5({a,b}) =4 .

There are two cases. If {a,b} is strongly embedded, then we have

a b

d

c

and if not, then there is ¢ such that we have

a

C
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