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0.1 Introduction

These notes were taken from Math 257 at UC Berkeley in spring 2018. The
instructor was Professor Wodzicki. This course will focus on the structural
theory of groups. There is of course much to be said about the representation
theory of groups, but this will not be the focus of this course. It is recommended
that the reader have some prior familiarity with algebraic structures before
reading these notes.

When developing basic algebraic notions, it is common to first build a semi-
group, which is a set equipped with a single associative binary relation. Then
adding the additional criteria that this relation has an identity, turns this struc-
ture into a monoid. We finally insist on the existence of inverses, to get a group.
We then add a second binary relation to get notions of rings, fields, and even-
tually algebras. These are all obviously important, particularly algebras, which
show up everywhere. But these structures are important for what they are.
This stands in juxtaposition with groups, which are primarily of interest for
what they do. Particularly given how rudimentary the notion of a group is.

Group theory is at its core, the study of invariants. Take for example,
geometric invariant theory. It is a basic fact regarding three dimensional cubic
surfaces, that any non-singular such surface will contain exactly 27 lines. This
is of course a surprising fact, but it provides a certain shared rigidity between
these surfaces, and we can cleverly employ groups to give us a grasp on the
symmetries and mappings between these surfaces. After all, a line must map to
a line.

This is just one place we see the beauty and usefulness of groups. We start by
introducing the preliminary concept of a biset, and develop some of the canonical
G-set formalism in this more general context. After this, we reduce our concern
to groups and G-sets. In this portion of the course we prove Burnside’s theorem.
We then consider Nilpotent groups. Here we meet p-groups, the Sylow theorems,
the commutator calculus, and even some discussion of Lie-algebras. We then
take a slight detour to consider Affine groups and Hopf algebras.

The next portion of these notes focuses briefly on the representation theory
of groups.0.1 After this we consider solvable groups, and begin our study of the
Schur-Zassenhaus theorem. We prove the abelian case of this theorem with some
methods from group homology. We then meet the Frattini argument and the
more general solvable case of the Schur-Zassenhaus theorem. The final portion
of these notes is on transfer and fusion. We take a novel approach to this,
considering it from the point of view of Gauge groups, a concept we borrow
from mathematical physics.

0.1 This was the portion of the course taught by Professor Nicolai Reshetikhin.



Chapter 1

Preliminaries

We will be taking an approach similar to the general approach taken by Grothendieck.
In particular, we will be starting very simple, introducing only what we abso-
lutely need. We introduce some (likely new) concepts having to do with bisets,
and introduce some categorical language you have likely seen before. We then
introduce some basic definitions and examples of groups and group action. We
take this opportunity to fix some notation for all of this.

1.1 Bisets

Definition 1.1. Given a set A, then a left A-set is a set X equipped with a
pairing

A,X X

a, x ax

and a right A-set is a set X equipped with a pairing

X,A X

x, a xa

Remark 1.1. An A-set can be viewed as
(
X, (λa)a∈A

)
where λa are operations

on X.

Definition 1.2. A function f : X → X ′ is a morphism of A-sets iff

f (ax) = af (x)

for all a ∈ A and all x ∈ X.

Definition 1.3. A set X is an (A,B)-set iff it is a left A-set and right B-set.
This is sometimes written AXB .

5



CHAPTER 1. PRELIMINARIES 6

Remark 1.2. If A = B, we refer to (A,A) sets as A-bisets.

Definition 1.4. An (A,B)-set X is A,B associative iff for all a ∈ A, b ∈ B,
x ∈ X, we have

(ax) b = a (xb)

It is also said to be A-associative iff (a1a2)x = a1 (a2x) for all a1, a2 ∈ A
and all x ∈ X. It is also said to be B-associative iff (xb1) b2 = x (b1b2).

This can also be written:(
X, (λa)a∈A , (ρb)b∈B

)
So this can be viewed as a set paired with a lot of unary operations classified in
two different ways. Then associativity states that there is a sense in which the
different types of operations associate with one another. So we have associativity
with no notion of explicit composition. We will be assuming all of our bisets
are associative from now on.

Definition 1.5. A category C is a collection of objects Obj (C) such that for
any A,B ∈ Obj (C), there is a collection Mor (A,B) of maps (or arrows or
morphisms) from A to B. Also, for each A,B,C ∈ Obj (C) we have a function

Mor (B,C)×Mor (A,B)→ Mor (A,C)

where (g, f) 7→ g ◦ f called composition. We also have the following conditions:
Furthermore, for each A ∈ Obj (C), we have some element idA ∈ Mor (A,A)
called the identity on A such that

1. Associativity: For each f ∈ Mor (A,B) , g ∈ Mor (B,C) and h ∈ Mor (C,D)
we have (h ◦ g) ◦ f = h ◦ (g ◦ f).

2. Identity laws: For all A,B ∈ Obj (C), we have idA ∈ Mor (A,A) and
idB ∈ Mor (B,B) such that for all f ∈ Mor (A,B), we have f ◦ idA = f =
idB ◦f .

We introduce some basic examples of categories.

Example 1.1. The category Set has sets as objects, and the morphisms are
set theoretic functions. We also have the category Grp where the objects are
groups, and the morphisms are homomorphisms. There are analogous categories
for many algebraic structures. We also have the category Top which consists
of topological spaces, where the morphisms are given by continuous maps. Not
all categories are sets with additional structure. This type of category is called
a concrete category.

Example 1.2. As an example of a category which is not a set with additional
structure, consider the category with a single object, •, let Mor (•, •) = G for
some group G.
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Example 1.3. If we fix a group G, then the G-sets form a category. We write
this category as G-set. We also write two such G-sets as (X,λ) and (X ′, λ′).
Then the morphisms in this category are elements of MorSet (X,X ′) such that
the following diagram commutes:

X X ′

X X ′

f

λg λ′g

f

Example 1.4. Let’s return to the setting of bisets. For any two sets A,B, there
is a category with (A,B)-sets as the objects. We write this category A-Set-B.

Definition 1.6. Let A,B,C be sets. Now consider the bisets: AXB , BYC , and

AZC . Then α : X,Y → Z. is A, B, C balanced iff

α (ax, y) = aα (x, y) α (xb, y) = α (x, by) α (x, yc) = α (x, y) c (1.1)

respectively.

Now look at all of the A,B,C balanced pairings. These form a category in a
natural way: given the following balanced pairings,

Z

X, Y

Z ′

f

α

α′

then the morphism from α→ α′ in this category is given by a map f : Z → Z ′

such that the above diagram commutes. Now suppose you already have one
such balanced pairing. Then if we apply any morphism of the corresponding
bisets to the values, this is balanced automatically. This is said to be produced
from the original pairing.

Definition 1.7. The target of the universal balanced pairing will be denoted
by X ×B Y . We will call this the tensor product of bisets.

Consider the following pairing

X,Y X × Y

x, y (x, y)

then this is already (A,C) balanced. Now compose this with a quotient map
from an equivalence relation ∼B

X,Y X × Y

X × Y/ ∼B
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where ∼B is given by (xb, y) ∼B (x, by) now it is obvious the diagonal is B-
balanced, so this is a balanced pairing.

Now we fix 3 sets: A,B,C, and corresponding bisets: AXB BYC AZC . We
have two categories to consider here:

A-Set-B

A-Set-C

(·)×BY HomMod-C(Y ;·)

The two functors in this diagram are the tensor product functor, and the Hom
functor.

Definition 1.8 (Adjunction). Let A,B be categories. An adjunction from A
to B is a triple 〈F,G, ϕ〉 : A→ B where F,G are functors such that:

A B
F

G

and ϕ is a function bringing pairs (a, b) for a ∈ Obj (A) and b ∈ Obj (B) to a
bijection

ϕa,b : Mor (Fa, b) ∼= (a,Gb)

which is natural in x, a. The functors F,G are also said to be adjoint.

Proposition 1.1. The tensor product functor is left adjoint to the Hom functor.

Definition 1.9. A map between left A-sets X → X ′ is said to be A-equivariant
or simply equivariant iff f (ax) = af (x) for all a ∈ A and for all x ∈ X.

Note that the equivariant maps between two A-sets X,Y are given exactly
by HomA-Set (X,Y ).

Now we have the following diagram:

HomA−SetB (AXB ,HomSet−C (BYC ,AZC))

HomA−Set−C (X ×B Y, Z)

αX,Y

for every X and every Z, there is a bijection such that for any other pair X ′,
Z ′ and the corresponding new Hom set, we get a commutative squares.

X,Y Z

X ×B Y

γ

Example 1.5. Note the following equivalences:

∅ − Set−B = Set−B (1.2)

A− Set− ∅ = A− Set (1.3)

∅ − Set− ∅ = Set (1.4)
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1.2 Groups and G-sets

Definition 1.10 (Group). A set G with a binary relation (if a, b ∈ G, written
a × b, a + b, a · b, a ◦ b or just ab) is a group iff this relation is associative, each
element has an inverse, and there is an identity. In other words, for all a, b, c ∈ G,

1. There exists e ∈ G such that ea = ae = a

2. There exists a−1 ∈ G such that aa−1 = a−1a = e

3. a (bc) = (ab) c

Definition 1.11 (Subgroup). Let G be a group. A subset H ⊆ G is a subgroup
of G iff it contains the identity of G, is closed under the law of composition, and
contains all inverses. This is often written H < G. We will sometimes write the
set of all subgroups of a group G as SgrG.

Definition 1.12. Let G be a group and S a set. Then a map · : G× S → S is
a left action of G on S iff for all s ∈ S and all g, h ∈ G we have:

1. g · (h · s) = (gh) · s

2. e · s = s

where e is the identity for G. A right action is a map · : S × G → S which
satisfies the analogous properties.

Definition 1.13. Let G be a group. A set S is a left G-set iff we have an action
of G on S

ϕ : G× S → S

such that for all g, h ∈ G and for all s ∈ S we have

ϕ (g, ϕ (h, s)) = ϕ (gh, s)

This action is also sometimes written ϕ (g, s) = gs or ϕ (g, s) = g · s. In this
case the condition is just (gh) s = g (hs). We define a right G-set similarly.

Proposition 1.2. Let G be a group and S be a G-set. Then for all g ∈ G with
inverse g−1 we have

g ·
(
g−1 · x

)
= x = g−1 · (g · x)

Definition 1.14. We have four actions of a group G on itself. For g ∈ G and
x ∈ X = G,

1. Trivial: g · x := x

2. Left regular: g ·x := gx (makes G a left G-set) We write this map λ : G→
AutG.

3. Right regular: x · g := xg (makes G a right G-set) We write this map
ρ : G→ AutG.
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4. Adjoint action: g · x := gxg−1 = gx We write this map ad : G→ AutG.

Note that we call gxg−1 = xg = xg
−1

is called the conjugate of x by g. Note1.1

also that we write: g−1xg = xg = g−1

x Note that we can “turn a left action
into a right action” with the definition g · x := xg−1 and vice versa.

Remark 1.3. Consider G as a G×G set by the action

(g1, g2)x := g1xg
−1
2

So notice this is like combining left and right regular action. But then there is
the diagonal homomorphism:

G G×G∆

so if we take ∆∗G, we get precisely the adjoint representation of G on G. So
this is how three standard actions on G (left, right, conjugation) are related to
each other. The adjoint is the pullback of the combined left and right action of
G on itself.

Example 1.6. We now note that GS ⊆ P (S) (or G/S) is the largest trivial G
quotient set. In addition, XG ⊆ X is the largest trivial G subset.

Definition 1.15. Let G be a group, and S be a G-set. Then the orbit of an
element s ∈ S is

Os = {g · s | g ∈ G}

This is sometimes also written Gs. The stabilizer of s ∈ S is

StabG (s) = {g ∈ G | g · s = s}

This is sometimes written Gs. We will write the collection of orbits of an action
of G on S as GS . This is also sometimes written G/S.

Warning 1.1. In other fields, such as symplectic geometry, the stabilizer is
called the isotropy group of x.

Proposition 1.3. If y ∈ Gx, then we have that Gx = Gy. In addition, ∅ 6=
Gx ∩Gy iff Gx = Gy.

Proof. Take an arbitrary element a ∈ Gy. Then there is some ga ∈ G such that
ga · y = a. Then ga has an inverse, g−1

a , so we have g−1
a (g · y) = y = g−1

a a. But
since y ∈ Gx, there is some h ∈ G such that h · x = y, so h · x = y = g−1

a · a, so
we have (gah) · x = a, and a ∈ Gx as desired.

Take an arbitrary element b ∈ Gx. Then there is some gb ∈ G such that
gb · x = b. Then, as before, y = h · x, so g−1

b · b = x = h−1 · y so b =
(
gbh
−1
)
· y

and b ∈ Gy as desired.

1.1 Some authors have the opposite convention for conjugation.
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Proposition 1.4. The action of a group G on a set S automatically gives an
action on the power set P (S).

Definition 1.16 (Coset). Let G be a group and H ⊆ G a subgroup. Then the
left cosets of H are sets of the form gH = {gh |h ∈ H} for any g ∈ G. The right
cosets of H are sets of the form Hg = {hg |h ∈ H} for any g ∈ G.

Definition 1.17 (Normal). Let G be a group, and H a subgroup. Then H is
normal iff for all g ∈ G, gH = Hg. This is often written H / G.

Example 1.7. It follows somewhat directly from the definition of a normal
subgroup, that the set of cosets of any normal subgroup forms a group itself,
called the quotient group, and written G/H.

Definition 1.18. An element g ∈ G is said to normalize a subgroup H < G iff
gH = gHg−1 = adg (H) = H.

Definition 1.19. Let H < G, then the normalizer of H in G:

NG (H) =
{
n ∈ G |nHn−1 = H

}
Example 1.8. If H,K < G, then K < NG (H) implies HK is closed under
multiplication and taking inverses.

Definition 1.20. The centralizer of an element x ∈ G, is

CG (x) = {g ∈ G | gx = xg} = StabG (x)

where the action is understood to be conjugation of G on itself. We can also
define this for X ⊂ G:

CG (X) = {g ∈ G | ∀x ∈ X, gx = xg}

We write CG (G) = Z (G) = ZG and call this the center of G.

Example 1.9. Notice that the elements in CG (x) can equivalently be charac-
terized as the elements g ∈ G, such that

1 = [g, x] = gxg−1x−1 = gx (xg)
−1

Now note that gxg−1x−1 = gxx−1 so since [x, g]
−1

= [g, x] then gxx−1 = 1 iff
xgg−1 = 1.

Definition 1.21. Let S be a G-set. A subset E ⊆ S is G-invariant iff gE = E.

Warning 1.2. This doesn’t mean they are untouched by G, it just means the
action of G never takes an element of E outside of E.

Example 1.10. Orbits are all clearly invariant, but they are in fact even more
than invariant.
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Definition 1.22. Let S be a G-set. Then G acts transitively on S iff for any
two elements s, t ∈ S, there is some g ∈ G such that g · s = t.

Proposition 1.5. If G acts transitively on a G-set S, then there is only one
orbit.

When G acts transitively on a G-set X, X is sometimes called a transitive
G-set. This is also called a homogeneous G-set.

Definition 1.23. A point s ∈ S is fixed by the action of G iff g · x = x for
all g ∈ G. The set of all fixed points of the action of G is written XG. It is
sometimes also written FixGX.

Example 1.11. Every homomorphism of groups has a kernel and image. In
particular,

C (G) G ad (G) AutGad

where ad (G) denotes the image of G under self adjoint. We also write ad (G) =

Inn (G) which is called the collection of inner automorphisms. Note (adg)
−1

=
adg−1 .

Let H < G. Since hH = H iff h ∈ H, we obtain the induced action of
NG (H) /H on G/H. Notice this is a right action which commutes with a left
regular action by G. Then g (xH) := (gxH) but (xH)n =: (xn)H. and they
obviously commute, so now G/H is a subgroup of a (G,NG (H) /H) biset.

Definition 1.24. The action of a group G on a G-set X is free iff the stabilizer
of every point is trivial. Equivalently, the existence of an x ∈ X with gx = hx
implies g = h.

Definition 1.25. A composable pair of group homomorphisms

G′′ G G′p i

is said to be an extension iff

1. i is injective (ker i = {e′})

2. im i = ker p

3. p is surjective (im p = G′′)

We say that a group G is an extension of a group G′′ by a group G′ if there
exists an extension with G in the middle, G′′ is isomorphic to the quotient group
via p, and G′ is isomorphic to a subgroup G via i.

Definition 1.26. A trivial extension is of the form

G′′ G′′ ×G′ G′

(e′′, g′) g′

g′ (g′′, g′)

p′′ i′
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More generally, a trivial extension is the one which is isomorphic to a standard
trivial extension.

Remark 1.4. Group extensions have applications to anomolies in quantum field
theory.

Definition 1.27. Write GH to be the conjugacy class of subgroups containing
H. Note that StabGH = NG (H).

Proposition 1.6. In G-set, GH = G/NG (H).

We will denote the category of extensions of groups by ExtGr where objects
are extensions. Consider two extensions F , E :

H ′ G′

H G

H ′′ G′′

κ ι

∼

ρ π

∼

∼

a morphism MorExtGr (F , E) consists of the three horizontal isomorphisms in
the diagram, such that everything commutes.

Example 1.12. ConsiderG = HK such thatK normalizesH, and additionally,
assume that H∩K = {e}. Note this is equivalent to saying G = HK is a unique
factorization. If I take a homomorphism: ι is inclusion, π canonical quotient.
Then this is a classic example of an extension of groups:

G/H G Hπ ι

A general extension is isomorphic to this one.

Proposition 1.7. If we have an extension:

G′′ G G′p i

then |G| = |G′| |G′′|.

Proof. This is Lagrange’s theorem.

Example 1.13. Meta-cyclic groups are groups G such that

C ′′ ← G← C ′

One can continue this way, to get to an equivalent construciton of solvable
groups.
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1.3 Exercises

Exercise 1.3.1. Let n ∈ G normalize H < G. Show that for any x, x′ ∈ G, it
is the case that xH = x′H implies xnH = x′nH.

Exercise 1.3.2. Show that the action of NG (H) /H is free. Equivalently show
that xnH = xH iff n ∈ H.

Exercise 1.3.3. Construct mutually inverse NG (H) /H equivariant maps be-
tween X ×G G/H and XH for every right G-set X.

Exercise 1.3.4. For every left G-set X, construct mutually inverse NG (H) /H
equivariant maps between HomG−Set (G/H,X) and XH .

1.4 Inverse and direct image functors

We now present some notable special cases of the exercises in the previous
section. First we offer some definitions and fix some notation.

Definition 1.28. Let ϕ : G → G′ be a group homomorphism and, for a
right/left G′-set X ′, let ϕ∗X ′ denote the underlying set equipped with the action
of G:

x′g := x′ϕ (g) gx′ := ϕ (g)x′

for the right and left cases respectively. The functor ϕ∗ is defined to be a left
adjoint functor to ϕ∗. ϕ! is defined to be a right adjoint to ϕ∗. In particular,
ϕ∗ is called the inverse image, and ϕ∗ is called the direct image. There is no
agreed upon name for ϕ! at this abstract level.1.2

In particular, we have the functor which takes

Set-G

Set-G′

ϕ∗ ϕ!ϕ∗

So exercises 3,4 show that these are adjoint.
Now we can consider G′ as a (G′, G′)-biset, (G,G′)-biset, (G′, G)-biset, and

(G,G)-biset. (G′, G′) and (G,G) are uninteresting. We use the (G,G′) struc-
ture. For a trivial subgroup H < G,

X ′ ×G′ G′G′G ' ϕ∗X ′ ' HomSet-G′ (GG
′
G′ , X)

since G acts on the right. But what is remarkable, is that it now appears in two
different clothes so to speak. Both dressed as the tensor product, and the Hom
functor. So now explicitly we write:

ϕ∗X = (X ×G G′)G′ ϕ!X := HomSet-G (G′G
′
G, X)

1.2 We will meet many names for these functors in special cases.
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Now we see some special cases of these functors from group theory and
actions of groups. Let H < G and ϕ : H ↪→ G. Then ι∗ = ResGH is the
restriction functor and ι = IndGH is the induction functor. Also, ι! = CoindGH is
called the coinduction functor.

Now a special case (of this special case) is when H = 1. Then H-sets are
just sets. So in this case, ResG1 is Forget, which has left and right adjoint. The
induction from 1 is called the free G-set functor. There is also co-induction,
then CoindG1 is the cofree G-set.

Now let H / G G/Hπ Then π∗ = InfGG/H is called inflation π∗ = DefGG/H
is called deflation, and π! is the H-fixed points functor. So when G = NG (H)
then this goes to NG (H) /H.

When G = H, then π : G→ 1. The map π∗ is inclusion of Set-G in Set-G
and here, π∗X = XG and π!X = XG.

1.5 Exercises

Let H,K < G

Exercise 1.5.1. Given two x, y ∈ G, then HxK ∩HyK 6= 0 iff HxK = HyK

Exercise 1.5.2. Given an element x of some G-set X, show that the G-
equivariant map from G to X which sends e 7→ x induces an isomorphism

of G-sets from G/H Ox∼ where Ox is the orbit, and H = StabG x. Essen-

tially, show

G X

G/H

f

h ϕ

Exercise 1.5.3. Show that StabH (xK)1.3 is exactly equal to H ∩ xK

Exercise 1.5.4. Show that HK = KH iff HK is a subgroup of G.

We now take: H,K,L < G and H < K.

H K G

L

Exercise 1.5.5. Show that HL ∩K = H (L ∩K).

Exercise 1.5.6. Show that HL = KL and H ∩ L = K ∩ L iff H = K.

1.3 This is really Stab of a point in ResGH (G/K).



Chapter 2

Properties G-sets

2.1 Properties of G-sets

We now present some corollaries of the preceding exercises:

Corollary 2.1. We have the following equality:

(G/K)
H

= {cK |H ⊆ xK}

Corollary 2.2. The set H is a subgroup of a conjugate of K iff (G/K)
H 6= ∅.

Corollary 2.3. Let |H| = |K| < ∞. Then H and K are conjugate, iff

(G/K)
H 6= ∅.

Corollary 2.4. We have:

(G/H)
H

= {xH |x ∈ NG (H)} NG (H)

H
⊆ (G/H)

H

In particular,
∣∣∣(G/H)

H
∣∣∣ = |NG (H) : H|.

Definition 2.1. A flag is a linearly ordered subset of a partially ordered set
s0 ≤ s1 ≤ · · · ≤ sk.

Definition 2.2. A subgroup H < G is k-subnormal iff there is a finite flag of
subgroups {Hi}ki=1 such that

H /H1 / · · · / Hk = G

Proposition 2.1. A subgroup H < G is subnormal iff

H / NG (H) / NG (NG (H)) / · · ·

eventually reaches G.

16
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Note that if H / NG (H) < G then the index of H in NG (H) is equal to∣∣∣(G/H)
H
∣∣∣ and the index of G in NG (H) is the number of conjugates of H in

G. This is because StabG (H) = NG (H) if we consider the G-set X consisting
of subgroups of G acted on by G via conjugation.

We now consider HomG-set (X,Y ). In particular, we look at the orbital
decomposition. Any G-set X can be written

X =
∐
O∈XG

O

Now every orbit O = Ox for any x ∈ O. As such, we have the canonical
isomorphism Ox ' G/StabG x. In addition, up to non-canonical isomorphism:

X '
⋃
x∈I

G/StabG x

where I is the set of representatives of the orbits.

Definition 2.3. A complete set S ⊆ X of representatives of orbits of a G-set
X is said to be a transversal.

S X

XG

∼

We will often write this set of representatives as JxK.

Example 2.1. For X = H, we have that a transversal contains one element
from each coset of H.

Remark 2.1. Choosing a transversal is referred to as Gauge fixing in the physics
literature.

A subset S ⊆ X is a transversal precisely when ϕ : S → X is a bijection in
the following diagram:

S X

X

ϕ
π

As it turns out, this give us a functor from G-set→ Transversals (X) ⊆ P (X)
Then a general isomorphism in

HomG-set (X,Y )

is given by a matrix whose entries correspond to morphisms from G/H → G/K.

Proposition 2.2. We have a canonical isomorphism between

Ox ' G/H

where H = StabG x.
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Proposition 2.3. If x′ ∈ Ox and x′ = gx for some g ∈ G, then

StabG gx = g StabG x

We now present a corollary which is a consequence of propositions 2.2 and 2.3.

Corollary 2.5. Let H,K < G, then G/H ' G/K iff H and K are conjugate
subgroups.

Definition 2.4. We write H <G K if there exists x ∈ G such that H < xK.
Also, H =G K if there exists x ∈ G such that H = xK.

Take SgrG to be the set of all subgroups of G ⊆ P (G). We consider this
to be a G-set with G acting by conjugation. So on this G-set, <G and =G are
relations. It is clear they are reflexive and transitive, but it is not necessarily
weakly antisymmetric, so it is not ordered and is instead only preordered2.1 This
is because a priori there is no reason we cannot have the following in the general
case:

H <G K <G H H 6=G K

If G is finite, this counterexample can clearly not be the case, so the finite groups
this is an order.

Exercise 2.1.1. Is there is a simple argument which means H <G K <G H
implies H =G K for infinite groups? Infinitely generated groups?

It is however the case that =G gives an equivalence relation, and in fact:

SgrG/
(
=G
)

= (SgrG)G

which is the set of conjugacy classes of subgroups of G. Now the set of conjugacy
classes of subgroups, is equipped with partial order.

Lemma 2.1. In general, a pre-ordered set (H,≺) induces a partial order on
itself: if we define ∼ iff x ≺ y and y ≺ x then H/ ∼ becomes a partially ordered
set.

Let us return to the above observations. For group G and G-set X, consider
XH . Then suppose H =G K. In general XH , XK are two different subsets of
X. But if K = gH, then the action by g identifies XH with XK .

Now look at the category G-set and define |FixH | as follows:

X
∣∣XH

∣∣|FixH |

For finite G-sets, this is clearly always valued in N. Now we have the following:

Proposition 2.4. |FixH | = |FixK | iff H =G K.

2.1 This is also called quasi-ordered.
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Proof. If H =G K, then clearly |FixH | = |FixK |. In the other direction, let
|FixH | = |FixK |, then proceed by contradiction. Assume H 6=G K. Now we
just need to build one G-set such that |FixH | 6= |FixK |.

Proposition 2.5. Let X,Y be G-sets for some group G. Take X ∪ Y under
the assumption that X ∩ Y = ∅. Then

(X ∪ Y )
H

= XH ∪ Y H

for any H < G.

We now introduce a “multiplication” bifunctor on G-set. This is another
sort of categorical tensor product, which is different from the tensor product we
saw earlier. Consider the catesian product of the underlying sets2.2, X×Y , and
notice G acts as follows:

1. If X is a G-set, X ′ is a G′-set, then X×X ′ is naturally a G×G′ set where

(g, g′) (x, x′) = (gx, g′x′)

2. G diagonally imbedded into G×G, written: G G×G∆ is a canonical
group homomorphism. Thus, given two G-sets X and Y , we define

∆∗ (X × Y )

where we consider the induced functor

G-set G×G-Set

X ⊗ Y X � Y

This map is a canonical comultiplication. In fact, what we have here is what
is a co-commutative, co-associative. co-binary structure. And then, a free vector
space on a given set becomes, automatically, a co-algebra structure on the vector
space. So if we take a group, and consider a k-vector space with basis G, we have
a canonical co-associative co-unital co-commutative co-algebra structure. But
G is a group, so this group multiplication will also induce multiplication here.
Then automatically, this group multiplication is actually, by homomorphisms of
co-algebras. In other words, it is a bi-algebra. But there is an identity element
here, making sure it is actually a unital algebra. Now writing all of this down
together gives us a Hopf algebra. So a group algebra is really just a Hopf algebra.
We will talk more about this later.

In any case, X ⊗ Y , g (x, y) = (gx, gy).

Proposition 2.6. Let X,Y be G-sets for some group G. Take X ⊗ Y as iden-
tified above. Then

(X ⊗ Y )
H

= XH × Y H

So now look at the class of finite G-sets, and we see that this is a sort of
semi-ring category, because now we have

C ⊗ (AqB) = C ⊗Aq C ⊗B
2.2 This is in fact a tensor product in Set.
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2.2 Burnside ring

Definition 2.5 (Semi-ring). Ring except without the assumption that it is an
abelian group under addition, and rather a commutative semi-group. We still
assume distributivity.2.3

So now we effectively have three operations. We have two operations in-
volving pairs of G-sets, and we also have an operation which associates fixed
points, so to speak. So we now wish to consider only fixed points of a given
H. Notice if X ∼= Y , then XH ∼= Y H canonically. Now if H =G K, then the
corresponding sets are still isomorphic. So what we actually find, is that all of
these operations, are operations on the actual set. We have this because every
finite G-set has the composition:

X =
⋃
O∈XG

O '
∐
x∈JxK

G/StabG x

where we have fixed the transversal JxK. So the picture here, is that we drop
X → XG, so the orbits live in X running in one direction, then the transversal
runs perpendicularly through these orbits, determining one representative for
each one.

So we get now, that the class of isomorphism classes of finite G-sets for any
group G is a set. And in fact, this set canonically inherits the structure of
addition and multiplication. Explicitly, given two G-sets X, Y , we take:

[X] + [Y ] := [X q Y ] [X] [Y ] := [X ⊗ Y ]

Recall that X ⊗ Y = ∆∗ (X × Y ) = ∆∗ (X � Y ). Now, because all of this asso-
ciativity and such were given up to isomorphism classes, we get these properties
properly. So we have a semi-ring. We now need to force additive inverses to get
a ring. So take the following formal differences:

[X]− [Y ] ∼ [X ′]− [Y ′] ⇐⇒ [X] + [Y ′] = [X ′] + [Y ]

Of course we don’t even need this, because this is really just saying:

X q Y ′ ' X ′ q Y

Such isomorphism classes comprise what is called the burnside ring B (G). We
take 0 to be [∅], and take 1 to be [G/G].

In particular, this is given by:

Z [xH ]H∈SgrGG/some relations

so when G is finite, this is just a quotient of a finitely generated polynomial
ring.

2.3 Some people assume 1, 0 are both still present. This causes issue, because without the
full structure, this requires the explicit assumption that 0× 0 = 0 and other such things.
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Recall again that ⋃
H∈JSgrK

G/H

where H ∈ JSgrK is generic notation for any complete set of representatives of
conjugacy classes of subgroups under G. Note we have the natural isomorphism
Ox ' G/StabG x. Each such isomorphism O ' G/H is called a trivialization.

So we have seen that the set of isomorphism classes of finite G-sets forms
a semi-ring. We desire to build this a different way. Now if we look at the
category of unital rings, Ring1, then this is of course a sub-category of unital
semi-rings with 0, Semiring0,1. In fact this inclusion has a left adjoint functor.
This means that for every semi-ring S, we get a ring K (S) called the K-functor
construction.

Example 2.2. If you apply this to the semi-ring of isomorphism classes of vector
bundles on a topological space then you get the K-functor of the underlying
topological space.

This semi-ring then has the following property. If we have any homomor-
phism of a semi-ring S with 0, 1 into any proper ring R, then there is a canonical
map S → K (s) such that there is a unique map K (S)→ R. And this is in fact
a homomorphism in Ring1. Note that commutativity of multiplication is not
required here.

K (S)

R A
∃!

In other words, we are seeing that elements of K (S) are formal differences
s − t where s, t ∈ S. Now equivalence relation on this is: (s, t) ∼ (s′, t′) iff
s+ t′ = s′+ t. For Abelian monoids this is very simple, however for non-abelian
ones this would much trickier. In any case, under this relation,

[(s, t)] + [(s′, t′)] = [(s+ s′, t+ t′)]

So now if this is indeed equivalence, let us go back to our situation where S
would be precisely the semiring of isomorphism classes and so on, so the letters
s, t are just isomorphism classes.

So we have seen this process happen in two steps. First produce the ap-
propriate set of isomorphism classes in the appropriate category. Then if we
have a sort of addition and multiplication, then we just inherit the semi-ring
structure. Next we just have to apply the missing additive inverses. This is
easy when addition is Abelian. In any case, the elements of such K (S) can be
considered as isomorphism classes, when s, t are not actually in S, but in the
original structure.

So the Burnside ring of a group G is simply the ring whose elements can be
thought of as formal differences of finite G-sets X−Y subject to the equivalence
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relations we have seen. This is wonderful, because it’s directly built so

X − Y ∼ X ′ − Y ′

iff there exists a G-set Z such that X q Y ′ qZ ' X ′ q Y qZ in G-set. It is in
fact quite clear where Z comes from here. Two elements of a group are the same
if when we add a third element they are still equal. But now if we want to pass
directly from G-set to the Burnside ring, this will not be some sort of relation
(as it would be without Z) but we need Z here to have actual isomorphism.
This corresponds to the fact that the formal difference Z − Z represents 0 for
every Z. So this is the whole point.

Exercise 2.2.1. Verify that the set of equivalence classes by this equivalence
(formal differences divided by ∼) is in fact a ring, and has the universal property
that if we take the semi-ring of isomorphism classes of finite G-sets, then any
hom from this semiring to any ring R, would induce (or extend if injective) a
map from B (G) to R.

B (G)

R {[X] |X ∈ Obj (G-setfinite)}
ϕ̃

where the collection of finite equivalence classes [X] is understood to have the
semi-ring structure as discussed above.

To recap, we have now seen two ways to obtain the Burnside ring. First, we
can associate finite G-sets with the corresponding set of isomorphism classes,
which inherits a semi-ring structure from the disjoint union and tensor product.

Secondly, there is a general construction involving reflection of subcategory
of unital rings, in the category of unital semi-rings with zero. And if you apply
this to our particular situation (and others) the whole process can be done in one
step. The elements are now equivalence classes of formal difference of objects
of the original category where equivalence is simply given by isomorphisms in
the original category.

Definition 2.6. In general, X ' Y stably iff there exists some Z such that

X q Z ' Y q Z

This is why elements of these K-functor groups are called stable isomorphism
classes.

We now come to Burnside’s theorem:

Theorem 2.1 (Burnside). Suppose G is a finite group. Consider the map which
brings the isomorphism class of a finite G-set X, [X], to the family of numbers
which are cardinalities of the sets of fixed points for H ∈ JSgrK.

[X] 7→
(∣∣HH

∣∣)
H∈JSgrK
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Note this is an isomorphism of unital semi-rings with zeros. But this second
thing is the ring, ZJSgrK, since for each H the target is Z. So this canonically
factorizes through the burnside ring:

[X]
(∣∣HH

∣∣)
H∈JSgrK

B (G)

In particular, this is injective.

This looks quite a bit different from the usual form of Burnside’s theorem:

Theorem 2.2 (Burnside). Let G be a finite group, and let X,Y be two finite
G-sets such that X ' Y in G-set iff

∣∣XH
∣∣ =

∣∣Y H ∣∣ for all subgroups H < G.

We first recall three observations which we have already seen. Then we
introduce some concepts about working with unordered infinite dimensional
matrices, and prove the theorem.

1. Recall that if H ′ = gH, then XH′ = g
(
XH

)
. In particular, since mul-

tiplication by g is bijective, these cardinalities are always equal. So it is
sufficient to show the previous result for only H ∈ JSgrK.

2. Recall that the relation on Sgr, H <G K, induces a partial order.

3. Recall that we have H <G K iff (G/H)
K 6= ∅. This is extremely important

because each of these X can be written:

X =
⋃
O∈XG

O

which means
XH =

⋃
O∈XG

OH

so ∣∣XH
∣∣ =

∑
O∈XG

∣∣OH ∣∣
Example 2.3. Rings of matrices in general can be defined perfectly well without
any ordering of the indices. Explicitly, for some S×T matrix A and some T ×U
matrix B, we have:

(AB)su =
∑
t∈T

astbtu

where this sum can even be over an infinite set, as long as these products are
nonzero for only finitely many of these infinite possible entries.

Explicitly, if we have any vector spaces V ,W with a basis X and Y re-
spectively, and we have some linear transformation Λ : V → W , this can be
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expressed in two ways: First as left multiplication by some matrix LA (cx)x∈X ,
where cx is an X×1 matrix, and LA has finitely many non-zero entries in every
column. But if we represent this as right multiplication by matrix RB , then it
will be the same cx, but now written as row vector. This is of course just a
1×X matrix, and now RB has finitely many non-zero terms in every row. Note
we only had to insist on this finiteness in the matrices, and not in the vectors.
This is because from the definition of a basis of a vector space, we automatically
have that the terms in cx will only be nonzero for finitely many.

Now we can prove the theorem:

Proof. ( =⇒ ): This is obvious.
(⇐=): Note we are actually assigning

X 7→
(∣∣XH

∣∣)
H∈JSgrK

which factorizes in the following way:

X
(∣∣XH

∣∣)
H∈JSgrK

[X]

where
[X] =

∑
K∈JSgrK

cK [G/K]

where cK is telling us the number of orbits O of X such that the conjugacy
class of stabilizers of points of O contains H:

cK := |{O ∈ XG | [StabG x] ⊇ K,x ∈ O}|

In fact we have:
{K < G |K = StabG x, x ∈ O} = [K]

for any such H. Notice if I do this for Y ,

[Y ] =
∑

K∈JSgrK

dK [G/K]

then these two conjugacy classes are equal iff X and Y are isomorphic. Now it
is clear, that due to the fact the fixed point set preserves disjoint union (and
product) we find that if we now count cardinalities, we would find that for all
H ∈ JSgrK we get ∣∣XH

∣∣ =
∑

K∈JSgrK

cK

∣∣∣(G/K)
H
∣∣∣

so we are effectively working with a generalized version of a system of equations.
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As we have seen, we can basically reduce this setup to be a system of equa-
tions. For this proof we write: S = JSgrK Now consider the S by S matrix:

M :=
(∣∣∣(G/K)

H
∣∣∣)

We call this M because it if often referred to as the matrix of marks. Here H,K
are the indices of M . In any case, this equality is expressed as saying that we
apply this matrix as follows:(∣∣∣(G/K)

H
∣∣∣) (cK − dK)K∈JSgrK

which gives us zero. Now if this matrix, which is finite since JSgrK is finite, is
invertible over the rationals, then we have det (M) 6= 0, and cK −dK = 0 for all
K ∈ JSgrK. And this of course means X ' Y in G-set. So now we only need to
show that this matrix is upper triangular.

Now recall from the previous remarks, that∣∣∣(G/K)
H
∣∣∣ > 0

iff H <G K. So this matrix is even strictly upper triangular, because whenever
this holds, this is strictly positive. In other words the “lower triangle” region
is where H 6<G K, and these entries are certainly zero, which can be seen by
counting cardinalities. But for all the other entries, and in particular the main
diagonal, we have that the entries are strictly positive, and our determinant
is therefore nonzero as desired. Note in fact this determinant is yet another
invariant in the category of finite groups.

The previous proof not only proves the theorem, but gives us even more. In
particular, we get that

detM =
∏

H∈JSgrK

∣∣∣(G/H)
H
∣∣∣

But we also know that

(G/H)
H

= NG (H) /H = {gH | g ∈ NG (H)}

so
detM =

∏
H∈JSgrK

|NG (H) /H|

Now notice, each of these terms in the product divide |G|. So this is a product
of numbers, which are divisible exclusively by those primes which divide G. Of
course in general there are prime factors of G which do not divide this product.
But this still shows us that in order to invert the determinant, we don’t need to
invert all natural numbers, but rather only the primes which divide the order
of G. We now have an immediate corollary which is effectively just rewriting
Burnside’s theorem as we saw it before:
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Corollary 2.6. The semiring of isomorphism classes of finite G-sets, is mapped
by fixed point counting into ∏

(SgrG)G

Z

where explicitly
[X] 7→

(∣∣XH
∣∣)
H∈JSgrK

In particular, the Burnside theorem tells us that this is injective.

So we have found at least one ring, which contains this as a subring. Now
the universal ring, through which every such homomorphism factorizes, is, by
definition, the Burnside ring. In particular, this is the ring where two G-sets
are not just isomorphic, but stably isomorphic.

Corollary 2.7. Two finite G-sets are isomorphic iff they are stably isomorphic.

In other words, we have retrieved the orignal form of Burnside’s theorem
that we initially saw.

2.3 Exercises

These three exercises are calculating how three functors act in relation to a sub-
group. Let H < G for some finite group G. We have G-setfinite and H-Setfinite

then we have
ResGH : G-setfinite ↔ H-Setfinite : IndGH

Note that Res brings finite G-sets to finite H-sets regardless of the cardinality
of G, but Ind only brings finite H-sets to finite G-sets, because G is finite
itself. It might not be particularly elegant, but we know objects in either one of
these categories are given by the disjoint union of their orbits. So we can take
advantage of this structure. In particular, recall that if we have ϕ : G → G′,
then the functors ϕ∗, ϕ

∗ are additive.2.4 In fact, ϕ∗ is even multiplicative, but
the others are not.

Exercise 2.3.1. Let K < H. Construct two mutually inverse G-equivariant
maps between G×H H/K and G/K where G is considered as a (G,H) biset.

Exercise 2.3.2. Consider G/K. This is of course a finite G-set. Now consider
the restriction:

ResGH (G/K) '
⋃

a∈JH\G/KK

G/ (H ∩ aK)

where the union is over the elements of the transversal of double cosets.

Exercise 2.3.3. Calculate the product of homogeneous G-sets.

2.4 Here this means the disjoint union is preserved.



CHAPTER 2. PROPERTIES G-SETS 27

2.4 Consequences of the exercises

As a result of the third exercise in the previous section, we get the following
proposition:

Proposition 2.7. Let H,K < G. Then we have the non-canonical 2.5 isomor-
phism:

G/H ⊗G/K '
⋃

x∈JH\G/KK

G/H ∩ xK

This is referred to as the “multiplication formula.”

Example 2.4. Take some group with prime order. Now such a group is Abelian
and simple, so the only non-trivial subgroups are the trivial group, and the group
itself. Then we can write down the corresponding Burnside ring. In particular,
this will be a quotient of the polynomial ring in two variables. One variable
corresponds to each subgroup. So what happens in the multiplication formula
for K = G. Then we get that

G/H ⊗G/G ' G/H

so indeed, this product formula is consistent with the notion that G/G is the
multiplicative identity with respect to this product.

Recall from exercise 2, that if we take

ResGH (G/K) '
⋃

x∈JH\G/KK

H/H ∩ xK

Also recall the formula from exercise one for the induction. Finally recall that if
we take the induced representation IndGH (H/L), this is canonically isomorphic
to G/L. Now combining these, we essentially get the Frobenius formula:(

IndGH ◦ResGH (G/K)
)
' G/H ⊗G/K

where a priori, this is a non-canonical isomorphism. This does in fact turn
out to be canonical, but this is non-obvious. Now notice, that it follows from
distributivity, that Res is a multiplicative homomorphism as well. So from a
purely theoretical point of view, it is immediately clear that Res brings sums to
sums, and products to product. But if we want to verify this explicitly using
product formulas, we would get some highly non-obvious identity.

Remark 2.2. One of the things mathematics is famous for is identities. In fact,
Yuri Manin once said, that the most profound way to prove identities, is to
simply take something which is not on either side. This requires insight, and
doesn’t actually depend on the cleverness that is tested in solving puzzles or the
like. Professor Wodzicki offered the following analogy. You can be the strongest

2.5On the left hand side, we do have have the data which is used to write the right hand
side.
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man in the world, and you could be capable of fighting off many tigers, but
if you’re in a dangerous jungle, you can still only make it maybe a few miles.
But people like Grothendieck built highways and planes, and traveled hundreds
of miles. This is a large misunderstanding about what math really is, since
it’s much easier to expose a child in kindergarten to puzzles than to De Rahm
cohomology and derived functors. In any case, a good mathematician studies
something very fundamental, and then when this thing is examined, it looks
different from every side.

The Burnside theorem is in fact an example of when some fundamental
object looks different from different sides. We can calculate the same thing
multiple ways, and get non-trivial content out of this. In particular, it is highly
non-obvious that stabilizers and fixed points are so closely related. Indeed it is
even more interesting that they are related by this non-trivial matrix of marks.∣∣∣(G/K)

H
∣∣∣ = |{xK |H < xK}|

since H < xK iff H <G K. So each of NG (H) /H divides |G|, because the
order of G is the product of three numbers. So what we are driving at, is that
this matrix MG, the matrix of marks for fintie group G, is triangular, and its
triangular elements are mHH = |NG (H) : H|. So we have

|G| = |G : NG (H)| |NG (H) : H| |H|

So the determinant of the matrix itself, which is integral valued, is

detMG =
∏

H∈JSgrGK

|NG (H) : H|

where each term is a natural number > 0. This shows that the sub-lattice of
ZSgrG coinciding with the image of MG, is the image of the Burnside ring B (G)
under the fixed points counting homomorphism.

If you apply a matrix from ZN to ZN for N some finite set, and we have a left
matrix multiplication by an integral matrix LM , then the image is a sub-lattice.
Now we have thar det 6= 0 iff the quotient is ZN/MZN . These are simply the
things in the image, so they are linear combinations, with integral coefficients.
So they are the columns of that matrix. Now this is an abelian group, so if we
tensor by Q, we get:

ZN ZN ZN/MZN

ZN ⊗Z Q ZN ⊗Z Q ZN/MZN ⊗Z Q

LM

LM

So this means the determinant is nonzero iff the quotient group is torsion. But
if we take a free finitely generated abelian group divided by any subgroup, then
this is always free. This is not a trivial fact at all. For a proof, see chapter 1 in
[1]. This is in fact true for all Dedekind domains, and not only Z.



CHAPTER 2. PROPERTIES G-SETS 29

In any case we get that the quotient is a finite group. We also know, that in
order to invert the determinant, we need only to be able to invert the order of
the group G. This means that actually, if we look at B (G), and tensor over Z:

B (G)⊗Z Z
[
|G|−1

]
Z
[
|G|−1

]Sgr∼

under the fixed points counting map. We are tensoring the product, but because
the product is finite, from the Abelian point of view, this is the same as the
direct sum. If this direct product was infinite, this would not be the case. This
is of course not the case, because tensor products of modules commute with
arbitrary direct sums.

Now notice that ZSgrG/B (G) is in fact finite (not only torsion) and in par-
ticular, we have the formula,

detMG =
∣∣ZSgrG/B (G)

∣∣
because if we take a square matrix with integral coefficients, whose determinant
is non-zero, then actually the quotient of the target by its image will be a group
which has order being the covolume of one lattice in another, and this covolume
is calculated in terms of the determinant. In other words, we are actually taking
a fundamental domain of the image, and because it is sparser, it will be bigger.
And, we will tile it, with the fundamental domain of the target. And we will
find, that there are as many piece there, as the index of one group in another.



Chapter 3

Nilpotent groups

3.1 p-groups

3.1.1 Cauchy’s theorem

Definition 3.1. We say that G is a π group, where π is a set of primes, iff the
order of any element g ∈ G is a product of powers of p ∈ π.

Example 3.1. For π = {p}, we call G a p-group.

One often writes π′ as the complement of π. In particular, p′ is the set of
primes distinct from the prime p.

Remark 3.1. Often times a p group is defined to be a group which has order
a power of a prime. This however doesn’t make sense for an infinite group,
so our definition is somewhat more robust. This might seem like a minimal
consideration, but in fact infinite p-groups are very important in arithmetic
algebraic geometry. For example, see [2, 3] written by Demazure, a student of
Grothendieck.

We now offer a very basic observation:

Proposition 3.1. Suppose that |G| = pn for some prime p. Let X be a finite
G-set. Then

|X| =
∣∣XG

∣∣ (mod p)

Proof. Let |G| = pn for some prime p.3.1 Let X be a finite G-set. Then all such
X can be written as the disjoint union X = XG ∪

(
X \XG

)
, which means we

can write |X| =
∣∣XG

∣∣ +
∣∣X \XG

∣∣. Note the fixed points correspond to points
with stabilizers equal to G, so all of the other points have stabilizers which are
proper subgroups StabG x < G. Now we also have that

X '
⋃

O∈XG\XG
O

3.1 Note that by Lagrange’s theorem, this is a p group. Not in the reverse, a priori.

30
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where each O ' G/StabG x for any x ∈ O. This means |O| = |G : StabG x| > 1
is divisible by p for every x such that StabG x < G properly. But we already
saw that points in X \ XG are exactly the points where StabG x is a proper
subgroup. This means we have the observation that

|X| =
∣∣XG

∣∣ (mod p)

This should be viewed as equality in Z/pZ.

Fact 3.1 is one of the most commonly used facts in finite group theory. We
can apply this in a novel way to obtain:

Theorem 3.1 (Cauchy). If p divides |G|, then there exists an element of order
p in G.

Proof. Apply proposition 3.1 to the set

X := {(g1, · · · , gp) ∈ Gp | g1 · · · gp = e}

under the cyclic right shift action of the group Z/pZ given by:

(g1, · · · , gp) (gp, g1, · · · , gp−1)1

Exercise 3.1.1. Verify that this action of Z/pZ does indeed preserves the
definition of X.

So from the proposition we have:∣∣∣XZ/pZ
∣∣∣ = |X| (mod p)

Notice any sequence of p − 1 elements in G, can be completed in a unique
way to an element of X. In other words, we have a map:

Gp−1 X

(g1, · · · , gp−1)
(
g1, · · · , gp−1, (g1 · · · gp−1)

−1
)

(g1, · · · , gp−1) (g1, · · · , gp)

which is in fact a bijection. So indeed, p divides |X| (mod p) = pp−1n, and
therefore

∣∣XZ/pZ
∣∣ = 0 (mod p) .

Now notice that the fixed points are exactly

XZ/pZ = {(g, · · · , g) ∈ Gp | gp = e}

which is nonempty, since (e, · · · , e) ∈ XZ/pZ. So now we have a bijection

{g ∈ G | p = |g|} ∪ {e} ↔ XZ/pZ
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by sending g 7→ (g, · · · , g) ∈ Gp. So since we know that
∣∣XZ/pZ

∣∣ is divisible by
p, the previously noted bijection gives us:

|{g ∈ G | p = |g|}| = −1 (mod p)

and we are done.

Corollary 3.1. Finite p groups are precisely groups of order a power of p.

Corollary 3.2. Let p divide the order of G. Then the number of subgroups of
order p, SgrpG, is congruent to 1 modulo p.

Proof. Take an element of order |g| = p, and consider the powers

e = gp, g, g2, · · · , gp−1

which of course make up the cyclic group 〈g〉. But now notice that e is the only
element with order one in 〈g〉. All of the other p − 1 elements have order p.
Now take another element g′ of order p. Two possibilities: Well 〈g〉 and 〈g′〉
are both cyclic, and their intersection is either trivial, or they coincide exactly.
This follows directly from Lagrange’s theorem.

So now we have the disjoint union:

{g ∈ G | |g| = p} =
⋃

C∈SgrpG

C \ I =
⋃

C∈SgrpG

C#

where C# denotes C without the identity element. Then since each C∗ has p−1
elements, and this is a disjoint union, we have the following:

|{g ∈ G | |g| = p}| = (p− 1)
∣∣SgrpG

∣∣ = (−1)
∣∣SgrpG

∣∣ (mod p)

So now we combine this with knowing that the number of elements of order p is
actually equal to −1 (mod p) , to get that

∣∣SgrpG
∣∣ = 1 (mod p) as desired.

This means that in any finite group, we always have an odd number of
elements of order 2, if the order of the group is even. If the order is odd, we
don’t have any at all.

Exercise 3.1.2. Consider the groups of order 12. This is of course a difficult
task to tackle with bare hands. But even with these simple considerations,
we know that every such group must have a subgroup of order 3, and in fact
must have either 1, so it is normal, or 4 of them. Then in this second case,
the obligatory element(s) of order 2 must form only a single group, which is
therefore normal. So we can say quite a bit about this relatively complicated
problem without much work.
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3.1.2 Subnormal series

The following corollary gives one of the defining results used for the characteri-
zation of nilpotent groups.

Corollary 3.3. If G is a finite p group, then any subgroup H is subnormal,
which means there exists a finite subnormal series starting at H and terminating
at G:

H = H0 / H1 / · · · / Hm = G

Proof. Let G be any finite group where |G| = pnm where n < 0 and p 6 | m. So
p| |G|. Now let P be a p-subgroup of G. Suppose |P | = pl for some l ∈ N. Then
we have two possibilities. If l < n then p| |G/P |. If l = n, then p 6 | |G/P |. Now

look at (G/P )
P

= NG(P )
P . We know that the number of elements here, is∣∣∣(G/P )

P
∣∣∣ =

∣∣∣∣NG (P )

P

∣∣∣∣ = |G/P | (mod p)

so when l < n, this cardinality is zero. It is only non-zero when l = n.
So if P is a p-group of non-maximal order, then automatically, P is normal-

ized by a larger group. Now consider the extension:

Ng(P )
P NG (P ) Pπ

So apply Cauchy’s theorem to this quotient group. This shows there is a cyclic
group Cp of order p within NG (P ) /P . In particular, if we take the pre-image
π−1 (Cp), the kernel is the same, so we get a sub-extension:

Cp P ′ P

Ng(P )
P NG (P ) Pπ

Now, by Lagrange’s theorem, we have that

|P ′| = |CP | |P | = ppl = pl+1

So we have shown that if P is a p subgroup, whose order is not maximal, then P
in fact sits as a normal subgroup, in a group of order P l+1 So what this actually
means, is we have the following:

P = Pl / P
′ = Pl+1 / Pl+2 / · · · / Pn

so every p subgroup of every finite group, is the beginning of a subnormal series
(or subnormal flag or subnormal chain).
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Look at all of the possible subnormal chains starting with H. Then the
smallest length m of such a subnormal chain will be called the class of sub-
normality. H is also said to be m-subnormal. Note that 1-subnormal means
normal.

As it turns out, a group G is Nilpotent iff every subgroup is subnormal. In
fact, finite Nilpotent groups are precisely products of p-groups. This is of course
not the definition, and we have to wait a bit before we see that this is the case.

Remark 3.2. Quantum Abelian groups are precisely nilpotent groups.

It is important to notice that corollary 3.3 holds for arbitrary finite p-groups.
For examples such as the so-called monster group and such, these incredibly
complicated groups are guaranteed to have these subnormal flags, which are
effectively incedence geometries. There is a sense in which we can realize some
exotic groups, as symmetries of certain finite incedence geometries.

3.1.3 Sylow theorems

Corollary 3.4. A maximal p subgroup in a group of order pnm where (m, p) = 1
has pn elements. Such subgroups are called Sylow p-subgroups. So in other
words, if pn divides |G| and pn+1 does not divide |G|, there exists some p-Sylow
subgroup.

Theorem 3.2. Suppose |G| = pnm for (m, p) = 1. Then we have the following:

1. Any p-subgroup P of order pl is contained in the increasing flag of p-
subgroups:

P = Pl < Pl+1 < · · · < Pn

where |Pi| = pi.

2. Given a p-subgroup P and a Sylow p subgroup P ′, then P < gP ′ for some
g ∈ G.

3. Write
∣∣SylpG

∣∣ for the number of Sylow p-subgroups. Then
∣∣SylpG

∣∣ divides

m, and
∣∣SylpG

∣∣ ≡ 1 (mod p) .

Proof. (1): Cauchy’s theorem guarantees, that if |G| = pnm, then there are
indeed p subgroups. But now from corollary 3.3 this implies there is a subnormal
flag I < P1 / P2 / P3 · · · / Pn such that each Pi has order |Pi| = pi.

(2): Let P be a p-subgroup, and P ′ a Sylow p subgroup. Then consider

(G/P ′)
P

. Now we have

|{gP ′ |P < gP ′}| = |G/P ′| (mod p) 6= 0 (mod p)

since P ′ is the maximal p-subgroup. This means we have shown even more than
required of us. We have in fact shown that every p-subgroup P <G P ′.3.2

3.2 This is a perfect example of a proof which takes advantage of our approach from the very
beginning. Our considerations of categories of G-sets and such gave us motivation to consider
these objects, which would have otherwise seemed arbitrary.
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(3): Since all p-Sylow subgroups are conjugate, this means they form a
single orbit under adjoint action. So now just have to calculate the number
of elements in a single orbit. But we know this is just the index in G, of the
stabilizer:

∣∣SylpG
∣∣ = |G : NG (P )| for any p-Sylow subgroup P . So we have

that:
|G : NG (P )| |NG (P ) : P | = |G : P | = m

and np|m as desired. Now we have

(G/P )
P

=
NG (P )

P
⊂ G/P

But now notice that∣∣∣∣NG (P )

P

∣∣∣∣ =

∣∣∣∣GP
∣∣∣∣ (mod p) = m (mod p)

which means we can divide by m in Z/pZ, since this is a field, and get that∣∣SylpG
∣∣ ≡ 1 (mod p) .

Corollary 3.5. If P, P ′ are Sylow p-subgroups, then they are conjugate.

Proof. This is the usual form of the second Sylow theorem. It follows directly
from our formulation of the second Sylow theorem.

Example 3.2. Theorem 3.2 is very useful for classification of finite groups. In
particular, consider a finite group of order peq such that (p, q) = 1. In particular,
if q is prime, then we either have q p-Sylow subgroups, or exactly 1. But by the
second Sylow theorem, if there is only one, this is a normal subgroup.

3.2 Exercises

Let G be a finite group, and let |G| = pem for e > 0. Let G# = G \ I. Consider
orbital decomposition into conjugacy classes:

G# =
⋃

x∈JG#K

G/CG (x)

where CG (x) is the centralizer.
Now suppose X ⊂ G. We can build two different subgroups of G out of this,

by considering CG (X) and NG (X) In particular, we have two maps P (G) →
SgrG which reverse the order. We can either X 7→ CG (X) or NG (X). This is
notable, because this is a homomorphism of lattices.

Recall that any subset of any group generates a subgroup, denoted by 〈X〉.
This is defined as the intersection of all subgroups which contain X. Note that
it is obvious that CG (X) = CG (〈X〉). On the other hand, we have NG (X) <
NG (〈X〉).
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Exercise 3.2.1. Show that there exists an element x 6= e such that p divides
|CG (x)|.

Exercise 3.2.2. Prove that if p divides the order of some finite group G, there
exists an element of order p.

Exercise 3.2.3. Show that if G is non-Abelian, then G/ZG is not cyclic.

3.3 Filtrations

Definition 3.2. The upper central series of a group G is an increasing filtration
iff

I = Z0G < Z1G < · · · < ZlG < Zl+1G < · · · < G

where
Zl := {g ∈ G | [G, g] ∈ Zl−1}

is called the l-center subgroup.

This characterization is equivalent to defining

Zl = {g ∈ G | [G, · · · [G, g] · · · ] = I}

where the commutator is taken l times. In particular, Z1G = ZG is the center
of the group. This is also equivalent to having the following diagram for each l:

G/ZlG G ZlG

Z (G/ZlG) Zl+1G ZlG

Definition 3.3. A subgroup is characteristic iff it is invariant under any auto-
morphism α of G.

Proposition 3.2. Each subgroup ZlG is characteristic.

Proof. We apply α (g) and verify this condition still holds:

[G, · · · , [G,α (g)] · · · ] = α ([G, · · · [G, g] · · · ]) = α (I) = I

since G = α (G).

Proposition 3.3. Characteristic subgroups are normal in G.

Definition 3.4. Let Ω ⊂ Aut (G) be a set of automorphisms of a group G.
Then an Ω-series of subgroups is a series · · · < Gi < Gi+1 < · · · if each Gi is Ω
invariant.
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Example 3.3. Consider a filtration · · · / Gi / Gi+1 / · · · such that every Gi is
characteristic in Gi+1. Then if any Gj is characteristic in G, then all of the Gk
for k ≤ j are characteristic in G. In other words, if the series begins at the trivial
group, and extends to G, then it is actually stronger to be sub-characteristic
than it is to be globally characteristic.

Now if we restrict our attention to inner automorphisms3.3 then if we have a
filtration of subgroups invariant under the inner automorphisms of the next one,
then this is clearly a subnormal series, in the sense that each subgroup is normal
in the next. But then in this case, even if this series begins at the trivial group
and extends to G, it doesn’t mean anything besides the final element is normal
in G. This boils down to the fact that if we have three subgroup A / B / C, we
don’t necessarily have that A / C.

Remark 3.3. The previous example brings to attention the difference between
a normal series, where each subgroup is normal in the group, and a subnormal
series, where each subgroup is normal in the next.

Definition 3.5. An increasing filtration

· · · ⊆ Xl ⊆ Xl+1 ⊆ · · ·X

of a set X for l ∈ Z is co-complete iff⋃
l∈Z

Xl = X

It is said that an element x ∈ X has finite filtration l, iff x ∈ Xl. It is separable
iff ⋂

l∈Z
Xl = ∅

Warning 3.1. If we are defining a separable increasing filtration for Set∗ (the
category of sets with distinguished elements) we would define the intersection of
the element to be the set containing the distinguished element. More generally
we take the intersection to be the initial object. Note this is consistent with the
previous definition, since ∅ is the initial object in Set.

Remark 3.4. We could also define the dual notion of a complete filtration.

3.4 Definition and application to p-groups

Definition 3.6. A group G is nilpotent iff there is n such that ZnG = G. If
ZnG = G, but Zn−1G 6= G, then we say that G is nilpotent of class n. It is also
said that G is nilpotent of level n.

Proposition 3.4. The center ZG 6= I for any finite p-group.

3.3 This is the smallest group of automorphisms which contains conjugation.
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Proof. Let G be a p-group. Since ZG is the set of fixed points with respect to
the adjoint action of G, we have |ZG| = |G| (mod p) . But this is 0, so p divides
|ZG| and it therefore cannot be 1.

Corollary 3.6. Every finite p-group is nilpotent.

Proof. By induction on the powers of p, this means that Z2G is strictly bigger
since Z (G/ZG) 6= 1 which is only the case when ZG < Z2G strictly. There-
fore, we have a strictly increasing sequence of subgroups, which means we must
terminate at G.

Proposition 3.5. Any subgroup of any finite p-group is actually the correspond-
ing term of the complete flag which is a subnormal series.

Proof. Recall we established that in a finite p-group G with |G| = pe, for every
subgroup H < G with |H| = pl we have the subnormal series:

H = Hl / Hl+1 / Hl+2 / · · · / G

where Hl+1 has order pl+1. Now ZH 6= I is a p-group, so by Cauchy’s theorem
this contains some cyclic group Cp of order p. Now call H1 = Cp, and apply
this argument to H = G.

Proposition 3.6. For every proper subgroup H < G of a finite p-group, the
normalizer NG (H) contains H as a strict normal subgroup.

Proof. We know that
∣∣∣(G/H)

H
∣∣∣ = |G/H| = 0 (mod p) . This is of course

(G/H)
H

=
NG (H)

H

if H 6= I. But if H is trivial, obviously (G/H)
H

= G.

Corollary 3.7. Suppose we have two finite p-groups H < H ′ such that H is
the maximal proper subgroup of H ′. Then NH′ (H) = H ′.

Proof. So if we have two finite p-groups H < H ′ such that H is maximal, then
we know |H : H ′| = p. Now we know the normalizer satisfies:

H < NH′ (H) ≤ H ′

So now we have that

p = |H ′ : H| = |H : NH′ (H)| |NH′ (H) : H|

but we know |NH′ (H) : H| 6= 1, so H ′ = NH′ (H).

In other words, every maximal subgroup has order p and is normal. Now this
means, if we consider the action of a finite p-group G on the set of all subgroups,
this means the maximal subgroups are fixed points of this action.
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3.5 Subgroups of nilpotent groups

Proposition 3.7. The product of two nilpotent groups is nilpotent.

This means any positive integer is the order of some nilpotent group, since
all p-groups are nilpotent, and all positive integers can be expressed as a product
of primes.

Proposition 3.8. Every proper subgroup of every finite nilpotent group is nor-
malized by some larger group. In other words, it is a proper subgroup of its
normalizer.

Proof. Let H be any such proper subgroup, and write Z = ZG. We have that
H / HZ trivially. So now we have two possibilities. If HZ > H properly, then
we are done. But if not, then H = HZ and then we have that H/ (Z ∩H) =
HZ/Z < G/Z properly. Now what is important, is that G/Z is nilpotent of
class n−1 where G is nilpotent of class n.3.4 Now we take this normal subgroup,
and consider its pre-image. In general, if we have N ⊂ H, where N / G, then
if K < G/N normalizes H/N , the pre-image of K in G normalizes H. This is
because if an element in the quotient G/N normalizes H/N , then since N is
normal, its pre-image in G clearly normalizes H. So now by induction on the
nilpotency class, we have the result.

The following statement might be called a “fourth Sylow theorem.”

Proposition 3.9. For all |G| <∞, and P Sylow, then

NG (NG (P )) = NG (P )

which means if P is not a normal subgroup of G, then G is not nilpotent.

Proof. This is equivalent to showing that a group G is not nilpotent if there
exists a non-normal Sylow p-subgroup. But saying this is not-normal, means
there is more than 1, since a Sylow p-subgroup is normal iff it is unique.

Now if we consider P as a Sylow p-subgroup of the normalizer as well, then
it is normal in this group, and therefore unique. But this means that every
element of the normalizer of the normalizer fixes P , and therefore normalizes
P . Therefore we have equality.

So now we have shown that if we have one non-normal Sylow p-subgroup,
then the group is not nilpotent. We now consider the opposite, to get the
following remarkable fact:

Proposition 3.10. Every finite Nilpotent group is canonically isomorphic to
the product of its Sylow p-subgroups.

3.4 Note for n = 1 they are Abelian. In particular, every proper subgroup of an Abelian
group is normalized by the whole group.
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Proof. We know in general that I = [H,K] ⊆ K ∩ H iff H,K normalize one
another. So now do this for groups P1, · · · , Pl where these are our unique
normal Sylow p-subgroups for all primes. So saying they are normal in each
other, is saying their commutators are contained in their intersections. But the
intersections are simultaneously p, q groups for two different primes p, q meaning
this is just the trivial group. Therefore two groups which normalize each other
with relatively prime orders must commute. In general, if we have a bunch of
subgroups Hi such that elements of Hi commute with Hj for i 6= j, then we have
a map from the product into G. This is a homomorphism of groups, with trivial
kernel, since the orders are relatively prime. This means the map is injective, so
now if these guys are Sylow p-subgroups, then the order of this is the product
of these primes, which is the order of G. So we get an inclusion of the product
to a group of the same order as G, so this is an isomorphism.

All together we have shown that a finite group is nilpotent iff every of its
Sylow p-subgroups is normal, and in this case, the group is the product of such
Sylow p-subgroups. So the theory of finite Nilpotent groups is just the theory
of finite p-groups. This is of course not the case for infinite groups.

3.6 Commutator calculus

For x, y ∈ G, define

[x, y] := xy (yx)
−1

= xyx−1y−1

This is a function G,G → G. Note this is not exactly a homomorphism, since
it is sort of twisted in the sense that it is not “additive” in the left argument.

Proposition 3.11. The commutator is skew symmetric.

Proof. Clearly [y, x] = [x, y]
−1

.

For any H,K < G, we define

[H,K] = 〈[h, k] |h ∈ H, k ∈ K〉

This is perhaps the more tempting choice which we denote by the following
notation:

[X,Y ]n = {[x1, y1] · · · [xn, yn] |xi ∈ X, yi ∈ Y }

This is however not in general a subgroup.
Notice that [X,X]1 is closed with respect to taking inverses, but is not closed

under multiplication. This is independent of X being closed under inverses, this
is only a consequence of skew symmetry. Of course if X has the identity element,
then we have the filtration

[X,X]1 ⊆ [X,X]2 ⊆ · · · [X,X] =
⋃
n≥1

[X,X]n
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In fact, if H,K < G, then this still applies. We even have

[H,K] = [K,H]

This is a non-trivial fact with follows from some basic identities.

Definition 3.7. A group G is perfect iff G = [G,G].

Definition 3.8. A group G is quasi-perfect iff the commutator subgroup [G,G]
is perfect.

Now recall that an extension of a group G is the following:

G� G′ ←↩ K

One might say G′ is an extension of a group G means there is a short exact
sequence in Grp as above. This sequence itself it also referred to as an extension.
We also say G′ is an extension of G by K.

As it turns out, extensions of a group G form a category. To see this, take
two extensions:

G G′ K

H H ′ L

then a morphism in this category is given by compatible maps G↔ H, G′ ↔ H ′,
and K ↔ L. Now notice this compatibility is given by a notion of kernel and
cokernel. The issue is of course, that the category Grp is non-Abelian, and
we aren’t guaranteed to have kernels and cokernels. We do however have the 0
object, so we can come up with an abstract notion of kernel and cokernel.

To see why this is a relevant discussion, suppose we have a non-normal
K < G′. What is the cokernel of the homomorphism K ↪→ G′? As it turns out,
every homomorphism from any group to another group has a cokernel. This is
really given by a universal property, where K maps to any other object trivially.
We work out the details in the exercises.

Definition 3.9. A monomorphism κ in a category C is said to be effective or
regular iff κ is the kernel of some morphism. We say an epimorphism is effective
or regular iff it is the cokernel of some morphism.

Exercise 3.6.1. If κ has a cokernel π, then κ is effective iff κ is a kernel of its
own cokernel π. Also show π is effective iff π is a cokernel of its own kernel κ.

There is in fact a notion of extension in any category with zero object. If
we have the following:

a′′ a a′π ι

then we have two conditions for this to be an extension. Even though they
overlap, we need both of them:

1. ι is the kernel of π
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2. π is the cokernel of ι

In the category of vector spaces, or category of modules, we offer what these
conditions mean. In fact, this discussion will hold in any additive category.
In such categories extensions are given by exact sequences. So in fact, the first
condition guarantees exactness at a and a′, and the second condition guarantees
exactness at a and a′′. So as we mentioned earlier, even though these conditions
overlap, they are certainly both necessary for the definition.

Proposition 3.12. In Abelian categories every monomorphism is effective and
every epimorphism is effective.

Example 3.4. The previous proposition does not hold in Grp. In Grp every
epimorphism is effective, but not every monomorphism is. To see this, let H < G
such that G is the smallest normal subgroup containing H. Then this means
that every homomorphism from G to any other group which vanishes on H, is
actually trivial. In fact this example exhibited what is called a simple group.

Definition 3.10. A groupG is simple iffG and 1 are the only normal subgroups.

So simple groups are very complex groups, for which homomorphisms give
us nothing, since they are all trivial, except for the embedding.

So if we take any subgroup which is not normal, then cokernel is the quotient
by the normal closure.

Definition 3.11. An extension G� G′ ←↩ K is central iff K ⊂ ZG′.

Recall that we can restrict to the study of the extensions of some group G to
get a category. Now we know by the definition of an extension, that specifying
one morphism G′ → H ′ is enough to specify the full morphism between the
two extensions. But now let us consider only central extensions. This category
may or may not have an initial object. This object is referred to as a universal
central extension.

Theorem 3.3. A group G has a universal central extension iff G is perfect.

3.7 Exercises

Exercise 3.7.1. Prove the following identities:

[xy, z] = ( x [y, z]) [x, z] [x, yz] = [x, y] ( y [x, z])

Exercise 3.7.2. Show that [H,K] ⊆ H iff K ⊆ NG (H).

Exercise 3.7.3. Show that [H,K] / H and of course, also by symmetry, in K.

Exercise 3.7.4. Suppose G = 〈H,K〉, so every element in G, can be written as
a finite product of elements of H and K. Show that [H,K]H = 〈 gH | g ∈ G〉.
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Exercise 3.7.5. Suppose H,K,L / G. Show that [HK,L] = [H,L] [K,L] and
[H,KL] = [H,K] [H,L].

Exercise 3.7.6. Consider any diagram of group homomorphisms,

G H

K

h

f

trivial

i.e. f (H) ⊆ ker g. Now define H ′ := f (H). Then as we have seen, 〈 gH ′ | g ∈ G〉
is the smallest normal subgroup of G containing H ′. Now define π to be the
quotient homomorphism by this subgroup. Show that we have the following
factorization:

G′ G H

K
∃!h′

h

π f

trivial

So we need to show two things. First we need to show that we have this unique
map h′. Then we need to show that π ◦ f is trivial.

3.8 Consequences of the exercises

Recall from the first exercise, we have [xy, z] = ( x [y, z]) [x, z]. The following is
a consequence of this identity:

Corollary 3.8. For any a, b ∈ G,

[an, b] =
(
an−1

[a, b]
)(

an−2

[a, b]
)
· · · ( a [a, b]) [a, b]

with exactly n terms.3.5

We now have some consequences of this formula:

Corollary 3.9. If [a, [a, b]] = e, then

[an, b] = [a, b]
n

Corollary 3.10. If x, y ∈ G and [x, y] commuted with x and y, then

[xm, yn] = [x, y]
mn

for m,n ∈ Z.

Corollary 3.11. If a ∈ Z2G, which is equivalent to [a, g] ∈ ZG for all g ∈ G,
then [an, g] = [a, g]

n
.

3.5Note that since conjugation does not change the degree of an element of a group, so since
each term has degree one, this equation is consistent in this sense.
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Definition 3.12. For any group G, the set of elements in G of finite order,
TorsG, is called the torsion subgroup. A group is called torsion free if TorsG is
trivial.

Note that trivially, the quotient group G/TorsG is torsion free.

Proposition 3.13. For any group G, TorsG is a characteristic subgroup.

This gives us a canonical extension:

G/TorsG� G←↩ TorsG

so every group is an extension of a torsion-free group by a torsion group.
In Grp, we have two sub-categories consisting of torsion groups, Grpt,

and torsion free, Grptf . The intersection consists only of trivial objects. It
is important to note these are zero objects. We say these two categories are
separated.

Proposition 3.14. Let T be a torsion group and F be torsion free. Then
HomGrp (T, F ) consists only of the zero morphism.

Note that we have trivial embeddings of Grpt ↪→ Grp and Grptf ↪→ Grp.
We also have functors

Grp Grpt

G TorsG

Grp Grptf

G G/TorsG

Exercise 3.8.1. What are the adjunctions here?

In general, take three categories (C,T,F) separated, so T ∩ F consists of
initial objects. Then there exists two functors TF and T , where TF : C → F
and T : C→ T. Then we have an extension of functors:

T̃F � idC ←↩ T̃

where T̃ is T composed with inclusion.

Example 3.5. TF (G) := G/TorsG then TF ◦ TF ' TF .

Now back to the corollaries of the exercises:

Corollary 3.12. Suppose that x ∈ Z2G. Let ZG be a torsion group annihilated
by some n ∈ Z. Then xn ∈ ZG. Equivalently, Z (G/ZG) = Z2G/ZG is
annihilated by n.

Proof. Since z ∈ Z2G, for every y ∈ G, [x, y] commutes with x. Therefore we
can apply the above corollary to get that xn ∈ ZG.
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In general, by induction on l, one obtains that ZlG is a torsion group anni-
hilated by nl.

Corollary 3.13. If G is nilpotent of class l, and the center of G is annihilated
by n, then every element in G is annihilated by nl.

Warning 3.2. A priori, if we have a group generated by a certain set of a certain
cardinality, this doesn’t mean anything about the generation of subgroups. In
particular, if a group is finitely generated, it doesn’t follow that a subgroup, or
even the center, is finitely generated.

Suppose z1, · · · , zm generate G. Then if [x, zi] ∈ ZG and there exists ni
such that [x, zi]

ni = e then taking n := lcm (ni) gives us that xn commutes with
all the zi. From this it follows trivially that it commutes with any element of
any group generated by these elements.

Proposition 3.15. If G is a finitely generated nilpotent group such that ZG is
a torsion group, then G is a torsion group.

We now note a special case of this proposition:

Proposition 3.16. A finitely generated nilpotent group is finite iff its center is
finite.

The statement of the next result looks like abstract nonsense. The impor-
tance is explained through the proof.

Proposition 3.17 (Witt identity). For x, y, z ∈ G,(
x
[
z,
[
x−1, y

]])
·
(
y
[
x,
[
y−1, z

]])
·
(
z
[
y,
[
z−1, x

]])
= e

Proof. First, we introduce some non-standard notation. For three group ele-
ments a, b, c ∈ G we write:

a ·b c := cac−1bc

Now, take x, y, z ∈ G. We desire to show some motivation as to how one might
find this identity out, and why one might care about this. First note that

[z, [x, y]] = z
(
xyx−1y−1

)
z−1yxy−1x−1

so taking the inverse of x,[
z,
[
x−1, y

]]
= z

(
x−1yxy−1

)
z−1yx−1y−1x

and now conjugating by x, we can write:

x
[
z,
[
x−1, y

]]
= xz

(
x−1yxy−1

)
z−1yx−1y−1xx−1

=
(
xzx−1yx

) (
y−1z−1yx−1y−1

)
= (z ·x y)

(
z−1 ·y−1 x−1

)
= (z ·x y) (x ·y z)−1
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so now permuting the role of x,y, and z we can write three expressions:

x
[
z,
[
x−1, y

]]
= (z ·x y) (x ·y z)−1

y
[
x,
[
y−1, z

]]
= (x ·y z) (y ·z x)

−1

z
[
y,
[
z−1, x

]]
= (y ·z x) (z ·x y)

−1

The result follows directly.

Corollary 3.14. Suppose H,K,L / G. Then

[H, [K,L]] / [K, [L,H]] [L, [H,K]]

Exercise 3.8.2. Express
[
x−1, y−1

]
in terms of

[
x, y−1

]
. Then express this in

terms of [x, y].

Corollary 3.15 (Three subgroups theorem). Let X,Y, Z < G, and N / G. If
[[X,Y ] , Z] ⊆ N and [[Y,Z] , X] ⊆ N , automatically [[Z,X] , Y ] ⊆ N .

3.9 Decreasing filtrations

Definition 3.13. The upper central series of decreasing characteristic sub-
groups:

G = L1G > L2G > L3G > · · ·

is a decreasing filtration iff

Li+1G :=
[
G,LiG

]
Equivalently we can define:

Li+1G = 〈[g1, [g2, · · · [gi, gi+1] · · · ]] | g1, · · · , gi+1 ∈ G〉

We will often take the notation Li = LiG. We now apply the three subgroup
theorem in this setting. What we get is[

L1, Li
]

= L1+i

Theorem 3.4.
[
Lj , Li

]
⊆ Lj+i

Proof. Proceed by induction on j. For j = 1 we have equality by definition. For
L2, [

L2, Li
]

=
[
Li,
[
L1, L1

]]
⊆
[
L1,
[
Li, L1

]] [
L1,
[
L1, Li

]]
= Li+2Li+2 = Li+2

Now assume for all i ∈ Z+, and for all j < m,[
Lm, Li

]
=
[[
Lm−1, L1

]
, Li
]
⊆
[
L1,
[
Li, Lm−1

]] [
Lm−1,

[
L1, Li

]]
=
[
L1,
[
Li, Lm−1

]]
⊂
[
L1, Li+m−1

]
= Li+m
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[
Lm−1, L1+i

]
⊂ Lm+1

So we proved that [
Li, Lj

]
⊂ Li+j

3.10 Lie algebras

We now present a corollary of the theorem which gave us that
[
LjG,LiG

]
⊆

Lj+iG.

Corollary 3.16. ⊕
i>0

LiG/Li+1G

is a Z+ graded Abelian group, and in fact a Lie algebra under the Lie bracket
operation: [

ḡ, h̄
]

= [g, h] modLi+j+1

for ḡ ∈ Li/Li+1 and h̄ ∈ Lj/Lj+1.

Proof. From the theorem, [
Li, Li

]
⊂ L2i

The Witt identity shows us directly that this does indeed satisfy the Jacobi
identity in LieG.

In fact, this shows us we have a Lie ring functor:

Grp Z+-graded Lie ringsLie

where these rings are of the form: g = (gi)i∈Z+
where g is equipped with

biadditive pairings given by the Lie bracket [ ]

gi, gj → gi+j

for i, j ∈ Z+. This pairing satisfies the following:

1. Bilinearity: for all g1, g2, g3 ∈ g,

[ag1 + bg2, g3] = a [g1, g3] + b [g2, g3] [g1, ag2 + bg3] = a [g1, g2] + b [g1, g3]

2. Alternativity: for all g ∈ g.

[g, g] = 0

3. Jacobi identity: For all g1, g2, g3:

g1 (g2g3) + g2 (g3g1) + g3 (g1g2) = 0

In bracket notation this is written:

[g1, [g2, g3]] + [g2, [g3, g1]] + [g3, [g1, g2]] = 0
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Proposition 3.18. For all g, h ∈ g we have:

[g, h] = − [h, g]

And if we are not working in characteristic 2, this is equivalent to alternativity.

Proof. Bilinearity and alternativity imply that

[x+ y, x+ y] = [x, y] + [y, x] = 0

so we are done.

Suppose we are given a Z graded k-algebra for k any commutative unital
ring, called the ground ring, then we write this

A = (Ai)i∈Z Ai, Aj → Ai+j

So we have defined Lie rings, and Lie rings that are Z+ graded. We also have
a super Lie algebra, which is like a Z/2Z graded Lie algebra, with a super
skew-symmetry condition, and super Jacobi identity. We will see more about
these.

We can also define a graded-commutator

[a, b] = ab− (−1)
ãb̃
ba

where ã := degree of a modulo 2. Note this is not a commutator which is
somehow graded, this is a graded-commutator. In the case that this is a super
algebra, this is the parity of a.3.6 We call a super-commutator the graded-
commutator when the grading it Z/2Z.

1. graded-Lie algebra: has graded-Jacobi identity

2. graded Lie algebra: has Jacobi identity

3. super Lie algebras: has grading given by Z/2 with super-commutator.
Note this is different from Z/2-graded lie algebras. However Z/2-graded-
Lie algebras are precisely super Lie algebras.

Note that graded-commutative means super commutator [a, b] = 0 for all
a, b.

3.10.1 Campbell-Hausdorff formula

Proposition 3.19. If the upper-central series of a group G stabilizes, so LiG =
Li+1G for some i, then LieG is nilpotent, and Z+ graded.

3.6 Even parity are called bosons, and odd are called fermions.
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Let g be a Z+ graded Lie algebra:

g = (gi)i∈Z+ ∈
∏
i∈Z+

gi

convolution multiplication. We can define the formal sums:

g =
∑
i∈Z+

gi g′ =
∑
j∈Z+

g′j

then we can just take

hm =
∑

i+j=m

gig
′
j gg′ :=

∑
m∈Z+

hm

This allows us to formally define a map:

g 7→ eg :=

∞∑
n=0

1

n!
gn

Theorem 3.5 (Campbell-Hausdorff).

egeg
′

= eg∗g
′

where

g ∗ g′ := g + g′ +
1

2
[g1, g2] +

1

12
[g1, [g1, g2]] +

1

12
[g2, [g2, g1]]

− 1

24
[g2, [g1, [g1, g2]]] + · · ·

3.11 Exercises

Exercise 3.11.1. Given the Jacobi identity, derive and explain the analogous
identity for a Lie superalgebra.

Exercise 3.11.2. Given H < G and P ∈ SylpG, show that P ∩H ∈ SylpH.

Exercise 3.11.3. Given H / G and Q ∈ SylpH, show that G = HNG (Q).

Exercise 3.11.4. Given P ∈ SylpG, show that the NG (NG (P )) = NG (P ). In
other words, if P is not normal, it is impossible to build a normal flag starting
at P and terminating at G.

Exercise 3.11.5. Suppose |G| = pem where p is prime, and greater than m.
Show that G has a normal p-subgroup. That is, G is an extension of a group
G′′ of order m, and a p-group:

G′′ � G←↩ P

where |P | = pe and |G′′| = m.
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Exercise 3.11.6. Suppose |G| = p2q for p,q prime. Prove that one of the
following holds:

1. p > q and G has a normal Sylow p-subgroup

2. q > p and G has a normal Sylow q-subgroup

3. |G| = 12 and G has normal 2-subgroup.

3.12 Important functors

We offer a recap of some important functors we have seen in this chapter:

Grp Lie rings that are Z+-graded

Grpucsf nilpotent Z+-graded Lie rings

Grpnil

Grpnil,div

Lie

Lie

where Grpucsf denotes the category of groups with an upper central series of
finite length. In particular this means we have:

G = L1G . L2G . · · · . LmG

of finite length.

Warning 3.3. Just because this flag is finite, doesn’t mean it terminates at 1.
This is of course the case when G is nilpotent.

We introduce the following definition:

Definition 3.14. A ring R is a power associative iff xx2 = x2x and x2x2 =(
x2x

)
x for all x ∈ R.

Then we have the following construction for all power associative rings R:

µ∞ (R) = {r ∈ R | ∃n ≥ 1 s.t. rn = 1}

Example 3.6. A particular example of this is:

µ∞ (C) = {ζ ∈ C | ∃n ≥ 1 s.t. ζn = 1}

Example 3.7. This µ∞ construction is very useful in algebraic number theory.
It is often applied to rings of integers.
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In general this defines the following for us:

Grp Rngpow-ass

µ∞ (R) R

µ∞

In fact this forms an injective abelian group, which means for every abelian
group A, a subgroup A′, and homomorphism f : A′ → µ∞, we have the following
commutative diagram:

µ∞

A A′

f̃
f

In fact, µ∞ is what is called a cogenerator of GrpAb. We have to introduce
some preliminary concepts to actually define this.

Definition 3.15. An object g ∈ Obj (C) is a generator iff for any pair of
morphisms α, β : a→ b these are not equal iff there exists morphisms

g a b
ϕ

α◦ϕ

β◦ϕ

α

β

such that α ◦ ϕ 6= β ◦ ϕ.

Proposition 3.20. If C has arbitrary coproducts, then g is a generator iff for
all a ∈ Obj (C), there is an epimorphism:∐

X

g � a

Example 3.8. In the category Grp, the group Z is a generator. So by this
proposition we have that the free group generated by X:

Free (X) =
∐
X

Z

satisfies the following:

Free (X)

X G

Finally we have that a cogenerator is defined to be the dual of the generator,
so we have the following:
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Proposition 3.21. If C has arbitrary products, then c is a cogenerator iff for
all a ∈ Obj (C) there exists a monomorphism:

a ↪→
∏
X

c

Example 3.9. This proposition means every abelian group is a subgroup of an
infinite product of torsion groups.

Theorem 3.6 (Baer). An abelian group I is injective iff I is divisible.

This means in GrpAb the torsion free divisible groups are the same as Q
vector spaces.

Definition 3.16. F is flat iff ⊗F preserves exactness.

Proposition 3.22. F is flat iff F is torsion free.

Definition 3.17. A projective object is the dual object to an injective object.

Proposition 3.23. A free abelian group is called projective iff it is a projective
Z module.

Definition 3.18. A category is an additive category iff there is an abelian
group structure on the set of morphisms between any two objects such that the
composition is biadditive. We also have that finite products exist.

Proposition 3.24. The dual of an additive category is again additive.

Definition 3.19. A category is an exact category iff it is written as a pair
(A,E) where A is an additive category, and E is a class of sequences called
exact which satisfies the following:

1. The class E is closed under isomorphisms and contains all split extensions.
For any exact sequence the deflation is the cokernel of inflation and the
inflation is the kernel of the deflation.

2. The class of deflations is closed under composition and base change by
arbitrary maps. The class of inflations is closed under compositions and
cobase change by arbitrary maps.

3. If a morphism M → M ′ having a kernel can factor a deflation N → M ′

as N → M → M ′, then it is a deflation. If a morphism I → I ′ having a
cokernel can factor as inflation I → J as I → I ′ → J then it is also an
inflation.

This is effectively just an additive category with some additional structure
to allow for the notion of an exact sequence. This of course includes all Abelian
categories. This notion was introduce by Quillen, and therefore they are often
called Quillen-exact or exact in the sense of Quillen. It was later discovered by
Deligne, that this is precisely the sort of category where the notion of a derived
category exists.
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Definition 3.20. An inflation is also called an admissable monomorphism, and
a deflation is also called an admissable epimorphism. An extension is admissable
iff it consists of admissable monomorphism and epimorphism.

Given an exact sequence A′′ � A ←↩ A′, a basechange is given by the top
line, and a cobasechange is given by the bottom line of the following diagram:

B ? A′

A′′ A A′

A′′ ? C



Chapter 4

Affine groups and Hopf
algebras

4.1 Bimodules

Definition 4.1. Let A be a k-bimodule. In this text, when we say this is
equipped with a k-bilinear map, we mean

µ : A,A→ A

is additive in each argument, and k-balanced. This balancedness splits into the
following three conditions:

µ (ca1, a2) = cµ (a1, a2)

µ (a1c, a2) = µ (a1, ca2)

µ (a1, a2c) = µ (a1, a2) c

Warning 4.1. For us, a k-bilinear map is not a bimodule map in each argument.

Now consider A ∈ R-Mod-S, B ∈ S-Mod-T . Then a k-bilinear map µ :
A,B → C ∈ R-Mod-T satisfies:

A⊗S B

A,B C
µ

so even though a tensor product is often referred to as just the object, it should
be thought of as a bifunctor from the categories of bimodules to the category
of bilinear maps. In other words, the tensor product is an initial object in the
category of bilinear maps. Note we can also extend this notion of linearity to
n-products of such bimodules.

54
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We have introduced the tensor product here as something which replaces
multilinear maps with linear maps, which is indeed its main purpose. It is
however usually introduces by the following:

HomR-Mod-T (A⊗S B,C) = HomR-Mod-S (RAS ,HomMod-T (SBT ,RCT ))

which is in fact in the category R-Mod-S.

Warning 4.2. There is some ambiguity in considering HomMod-T (SBT ,RCT )
since we have to take the forgetful functor such that we can consider B and C
as objects in Mod-T in order to consider this Hom set. But then we need to
recall that we didn’t use these two left actions by S and R. Now we need to
take the Hom set and equip this with a bimodule structure. Now if these rings
are commutative this Hom set has this structure naturally, but this is not true
over noncommutative rings.

4.2 Algebras

Definition 4.2. An associative k-algebra A with identity is a k-bimodule to-
gether with a pair of k-bilinear maps:

µ : A⊗A→ A η : k → A

such that:

1. (associativity) the following diagram commutes:

A⊗A⊗A A⊗A

A⊗A A

id⊗µ

µ⊗id µ

µ

2. (identity) both of the following compositions comprise the identity:

A ' k ⊗A A⊗A A

A ' A⊗ k A⊗A A

η⊗id µ

id⊗η µ

4.3 Coalgebras

Let k be a fixed associative unital ring. We will refer to this as the ground ring.
There is a functor:

Set→ k-Coalgcom,un

first we define a coalgebra.
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Definition 4.3. A k-coalgebra C is a k-bimodule equipped with a k-bimodule
map from

∆ : C → C ⊗k C
called comultiplication.

Definition 4.4. Coassociativity, cocommutativity, coidentity for comultiplica-
tion, and a unary operation providing the inverse for comultiplication are given
by reversing the arrows for these constructions in the case of multiplication:

M ⊗kM →M

More concretely, a coassociative, counital k-coalgebra is a k-bimodule equipped
with a comultiplication ∆ : C → C ⊗ C and a counit ε : C → k such that the
following two diagrams commute:

C C ⊗ C

C ⊗ C C ⊗ C ⊗ C

∆

∆ id⊗∆

∆⊗id

C C ⊗ C

C ⊗ C k ⊗ C ∼= C ∼= C ⊗ k

∆

∆
id

id⊗ε
ε⊗id

(4.1)

A cocommutative coalgebra means that we get a flip called τ which comes
from a bilinear balanced map taking

τ : c1, c2 7→ c2 ⊗ c1
such that

∆op := τ ◦∆ = ∆

Example 4.1. We now consider the universal property of tensor product of
k-algebras. Let us have A, B, C and f : A → C and g : B → C such that
[f (A) , g (B)] = 0 in the category of unital binary k algebras then we have the
following:

A A⊗k B B

C

f

ϕ1

g

ϕ2

Note that

ϕ1 : a 7→ a⊗ 1A ϕ2 : b 7→ 1A ⊗ b

Remark 4.1. If k is unital, saying we have a k bimodule is equivalent to saying
there is a left k ⊗Z k

op module. So if we have this bimodule M , to produce a
k-bimodule we require

cm := (c⊗ 1)m mc′ :=
(
1⊗ (c′)

op)
m

For example this gives us:(
c⊗ (c′)

op)
m := c (mc′) = (cm) c′

For from a bimodule, we get a left module over k ⊗Z k
op. In the reverse we

cannot do this. This algebra is sometimes referred to as the enveloping algebra
of k.



CHAPTER 4. AFFINE GROUPS AND HOPF ALGEBRAS 57

4.4 Bialgebras

Definition 4.5. A bialgebra A is a k-bimodule paired with (A,µ, η,∆, ε)

A A⊗k A A∆ µ

satisfying the following properties:

1. (A,µ, η) is a unital associative algebra.

2. (A,∆, ε) is a counital coassociative coalgebra.

3. The following commutative diagrams giving compatibility:

A

A⊗2 A⊗2

A⊗4 A⊗4

∆µ

∆⊗2

∆A⊗2

id⊗τ⊗id

µA⊗2

µ⊗2

(4.2)

A⊗A A

k ⊗ k ' k

µ

ε⊗ε
ε

k ⊗ k ' k

A⊗A A

η
η⊗η

∆

k

A

K

η

id

ε

Remark 4.2. Note in eq. (4.2) the map ∆A⊗2 is comultiplication of A⊗2 not
∆⊗2. Similarly µA⊗2 is multiplication of A⊗2, not µ⊗2.

Note that if we consider k as a k-algebra over itself4.1 then our conditions
on η : k → A translate to η being a homomorphism of bialgebras. Similarly so
for ε : A→ k.

Definition 4.6. An augmented algebra is a pairing (A,µ, η, ε) where η is an
augmentation An augmented coalgebra is a pairing (A,∆, η, ε) where η is a
coaugmentation.

So unital and counital bialgebras, are precisely bialgebras which are simul-
taneously augmented and coaugmented.

4.1 Note this can happen in many different ways. In algebraic number theory one often works
with k as a k-algebra over itself in multiple different “twisted” ways.
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Definition 4.7. A bialgebra is said to be commutative, finitely generated,
finitely presented, etc. iff its underlying algebra has this property.

Definition 4.8. Let A be a bialgebra. An inversion (or antipodal map or
antipode), is a k-bimodule map S : A→ A such that

1. The following diagram commutes:

A⊗A A⊗A

A k A

A⊗A A⊗A

S⊗id

µ

ε

∆

∆

η

id⊗S

µ

2. For all a, b ∈ A we have S (ab) = S (b)S (a) and S (1) = 1.

Proposition 4.1. Every bialgebra admits at most one inversion.

So we can speak of this as the antipode.

Definition 4.9. A bialgebra (H,∆, µ, ε, η, S) is a Hopf k-algebra iff H is asso-
ciative, coassociative, unital, counital, and S is the antipode.

Warning 4.3. Hopf algebras do not need to be (co)-associative but we will
only be interested in this case, so we take this as part of the definition. How-
ever for the sake of completeness we offer some discussion of these alternative
classifications. It is said that a Quasiassociative Hopf algebra is such that we
do not assume associativity of multiplication but we do assume associativity of
comultiplication. We then have the natural notion of a quasi-coassociative Hopf
algebra, for which we take the multiplication to be associative but do not take
the comultiplication to be associative.

We now consider C to be a coaugmented k-coalgebra. Recall this means
there is a homomorphism of coalgebras η : k → C. Denote η (1k) by 1.4.2

Definition 4.10. We say c ∈ C is primitive iff ∆ (c) = c ⊗ 1 + 1 ⊗ c. We say
c ∈ C is group-like iff ∆ (c) = c⊗ c.

We write the group-like elements as G (C) and the primitive elements as
P (C).

Example 4.2. G (k) = k

4.2 Note there is no multiplication assumed here, yet we have an “identity.”
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4.5 Functors

Consider the category Bialgk,η of unital bialgebras. Then there is a functor P
given by taking primitive elements which brings Bialgk,η into the category of
unital algebras: Algk. We also have a functor G, given by taking group-like
elements which brings Bialgk,η to the category of unitary binary structures.

If we instead take the category Bialgass
k,η of associative unital bialgebras, P

brings this category to Liek, and G brings this category to the category Mon
of monoids. Note that in this case the left adjoint of P is given by g 7→ Ukg.
The proof of this is left as an exercise. We also have that the left adjoint of G
is given by G 7→ kG.

Bialgass
k,η

Liek Mon
P

G

Uk· k·

We might just take the definition of these two functors giving kG and Ukg
as left adjoints of the functors G and P respectively, but there are explicit
constructions which are often useful. The object Ukg is called the universal
enveloping algebra, and is given by:

Ukg = Tkg/I Tkg :=
⊕
n≥0

g⊗kn

where I is the ideal generated by elements of the form:

[g1, g2]Tg − [g1, g2]g

note that the first term is in T 2g and the second is in T 1g. In particular, this
commutator is defined as:

[g1, g2]Tg := g1 ⊗ g2 − g2 ⊗ g1

Notice that if the Lie algebra has trivial bracket, then we get a graded algebra.
So the symmetric algebra of k-module V is Uk (V ) with zero bracket. Also
note that the exterior algebra will be the enveloping algebra of a super Lie-
algebra which is abelian, but has only fermionic elements. Note that we have
the following diagram:

Hopfk Bialgass
k,η

Grp Mon

G

Let X be any set. Then take X 7→ kX where kX is the free k-module with
basis X. This is a co-commutative, coassociative, and counital k-coalgebra.
Recall the basic fact from linear algebra:
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Proposition 4.2. If we have a linear transformation from a vector space with
basis X into any vector space, by restricting this map to the basis, we get a
function, and any such function can be uniquely extended to a unique transfor-
mation.

Note that in the present situation these aren’t just vector spaces, these
are vector spaces with comultiplication. In particular, this is the god-given
functorial mapping ∆ : X → X ×X. which induces a map:

kX → k (X ×X) = kX ⊗ kX

which means in general, kXn = kX⊗n. So this is actually a tensor category,
since it takes the tensor product in the category Set, namely Cartesian product,
and brings it to the tensor product of k-modules. So kG is counital, because
for every set, there is a unique function from this set to the set with a single
element. In particular the mapping:

X → X0 := {ϕ |ϕ : ∅ → X}

4.6 Exercises

Exercise 4.6.1. Formulate the universal property of the tensor product of k-
coalgebras.

Exercise 4.6.2. Show that if A is a unital bialgebra, then the set P (A) of
primitive elements is closed under commutator operation [·, ·]

[a, b] = ab− ba

Show that that the set G (A) of group-like elements is closed under multi-
plication.

Exercise 4.6.3. Let H be a Hopf algebra. Show that G (H) is a group, even
if comultiplication is not associative. [Hint: The antipode allows us to invert
every element.]

Exercise 4.6.4. Show that g 7→ Ukg is a left adjoint functor to the functor P .

Exercise 4.6.5. Let G be a group. Show that multiplication G×G→ G equips
kG with the structure of a Hopf algebra. Additionally show that the functor
from Grp to Hopf k-algebras is left adjoint to the group functor G (·).



Chapter 5

Representation theory of
groups

A good reference for this chapter is [4].

5.1 Definitions and examples

We will always assume G is a finite group.

Definition 5.1. A linear representation of a group G is a pair (πV , V ) where
V is a vector space over a field5.1 k, and πV is a group homomorphism:

πV : G→ Aut (V )

A representation of G is also sometimes called a G-module.

Remark 5.1. Note that Aut (V ) = GL (V ). For V ' Cn we have GL (V ) '
GLn (C) is the group of n × n complex valued invertible matrices. Note also
that

SLn (C) = GLn (C) / {det = 1}

Example 5.1. Consider the symmetric group of permutations of n objects:
Sn. This will be our standard example of a group. Permutations can simply be
viewed as bijective mappings between two copies of these n objects. Then the
multiplication for this group is given by composition. We clearly have inverses
and an identity. We can represent these maps geometrically by drawing a path
from an element of the domain to its image in the codomain. Clearly it is the
case that the element of the group does not depend on the nature with which
we draw this path. We could, for example, make it cross over or under the other
paths. This seems trivial, but will become relevant under the consideration of
the next example.

5.1 For us k = C will be sufficient.

61
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=

Figure 5.1: The “slide” Reidemeister move.

Example 5.2. We now consider the braid group, which is a discrete infinite
group. Call the configuration space the space of all n-tuples of points

Cn =
{

(x1, · · · , xn) |xi ∈ R2, xi 6= xj
}

So this is a certain topological space for which we can define the pure braid
group π1 (Cn). Roughly speaking this is the group consisting of equivalence
classes of paths determined by continuous deformations. Then we can take the
quotient Cn/Sn where Sn acts by permuting points. Now the Braid group Bn
is taken to be

Bn := π1 (Cn/Sn)

which consists of the paths in Cn which connect (x1, · · · , xn) to (xσ1, · · · , xσn)
for σ ∈ Sn. So the difference between the braid group and the symmetric group
is simply that in Bn it matters how we braid, but in the symmetric group it
matters only how we permute the elements, and not how we got there.

There are multiple ways to choose generators forBn. We present one of them.
We can consider the standard braids consisting only of braids corresponding to
the elementary permutations. Changing i with i+ 1, we call this element si. So
then

Bn = 〈s1, · · · , sn−1 | sisj = sjsi, i 6= j ± 1; sisi±1si = si±1sisi±1〉

The nontrivial part of this statement isn’t that this holds, but that this is
sufficient to determine every element of Bn. Note that this relates to what is
referred to as the Reidemeister moves. The one of interest to us is in fig. 5.1.

As noted before, there is a sense in which Bn contains Sn along with ad-
ditional elements. We can guess that Bn is somehow an extension of Sn. In
particular, we can write:

Sn = Bn/
〈
s2
i = 1

〉
Example 5.3. Take SLn (Fp) for a finite field Fp.

We now present some actual examples of representations.

Example 5.4. Take the group Cn. This has a standard basis e1, · · · , en. So
take σei = eσi for σ ∈ Sn. Then a nonzero invariant vector is given by the sum
of the basis vectors:

σ (e1 + · · ·+ en) = e1 + · · ·+ en
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So we have this action of Sn on Cn, with invariant subspace given by L =
C (e1 + · · ·+ en). Now taking this quotient, we again have the action

Sn : Cn/L �

on this n − 1 dimensional space. Also note that we can split Cn ' L ⊕ Cn/L.
So now we have three representations:

π : Sn → Aut (Cn)

π1 : Sn → L

π2 : Sn → Cn/L

This is an example of a sub-representation and a quotient representation.

Definition 5.2. Let (πV , V ) , (πW ,W ) be G-modules such that

ϕ : W ↪→ V

so if ϕ commutes with the G-action:

ϕ ◦ πW (g) = πV (g) ◦ ϕ

then W is called a subrepresentation of V .

Example 5.5. Clearly the example before fits the above definition for V = Cn,
W = L.

Proposition 5.1. If W ⊂ V is a subrepresentation, then G acts naturally on
the quotient space V/W , and

(
πV/W , V/W

)
is called a quotient representation.

Definition 5.3. It is said that V splits into V1 ⊕ V2 iff both V1 and V2 are
subrepresentations of V , and of course the sum is isomorphic to V as vector
spaces.

Proposition 5.2. Note that if V splits as V = V1⊕V2 we have that V/V1 ' V2

and V/V2 ' V1.

Definition 5.4. Let (πV ,W ) and (πW ,W ) be G-modules. Then a homo-
morphism of vector spaces f : V → W is a homomorphism of G-modules iff
f ◦ πV (g) = πW (g) ◦ f .

Definition 5.5. Two representations are isomorphic:

(πW ,W ) ' (πV , V )

iff there exists a G-module homomorphism f : V →W which is a linear isomor-
phism.

Warning 5.1. This is more rigid than an isomorphism as vector spaces.

Definition 5.6. A representation (πV , V ) is irreducible iff it has no nonzero
subrepresentations.

Example 5.6. We have seen that Sn : Cn �

is reducible because of the subspace
L from the previous example. However, Sn : L

�

is irreducible.

Exercise 5.1.1. Prove that Sn : Cn/L �

is irreducible.
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5.2 Operations on representations

Suppose we have two representations (πV , V ) and (πW ,W ) of the same group.
We want to consider some operations on these two representations.

Definition 5.7. The tensor product of these two representations is a linear
representation (πV⊗W , V ⊗W ) such that

(πV ⊗ πW ) (g) (x⊗ y) := πV (g)x⊗ πW (g) y

Definition 5.8. The direct sum of these representations is given by:

πV⊕V (g) := πV (g)⊕ πW (g)

acting on V ⊕W .

Definition 5.9. The dual of any G-module (πV , V ) is given by:

(π, V )
∗ := (πV ∨ , V

∨)

Recall
V ∨ = Hom (V,C)

then take
〈πV ∨ (g) l, x〉 :=

〈
l, πV

(
g−1x

)〉
for l ∈ V ∨ and x ∈ V . Then the dual linear map is given by:

πV ∨ (g) = π
(
g−1

)∗
We also note that there is always the concept of a trivial representation of

G. This is just taking πV (g) := 1 for all g ∈ G, so every element of the group
acts as the trivial automorphism on V .

5.3 Categories of representations

Definition 5.10. We write G-Mod as the category of finite dimensional G-
modules. In particular, the objects are given by pairs (πV , V ) and the mor-
phisms are given by:

Mor ((πV , V ) , (πW ,W )) := {fi : V →W | fπV (g) = πW (g) f, ∀g ∈ G}

Proposition 5.3. G-Mod is an Abelian C-linear category.

Proposition 5.4. If f : V → W is a morphism of modules, then ker (f) ⊂ V
is a subrepresentation of V , and im (f) ⊂W is a subrepresentation of w.

Corollary 5.1. If V ⊂ W is a subrepresentation of W , then W/V is also
naturally a representation of G.
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Corollary 5.2. If V ⊂ W is a subrepresentation, then W ' V ⊕W/V as a
linear space, but not necessarily as a module.

This means πw (g) has the following form:

πW (g) =

(
πW/V (g) ∗

0 πV (g)

)
if it splits as a G-module then ∗ = 0 so this matrix is diagonal.

In general:
0→W ↪→W →W/V → 0

is an exact sequence of G-modules and this is all we can say. This is what it
means for G-Mod to be an abelian category.

So we have seen that G-Mod is an abelian category. But what if we replace
G by some other algebraic set? Say an associative algebra A/C? Then A-Mod
consists of finite dimensional A-modules. But now notice that A-Mod is also
an abelian category, since we never actually used the particular characteristic
of a group in the above when showing G-Mod is an abelian group. So why is
the category G-Mod of interest to us at all? Where is the importance of the
group structure? There should be some more restrictive sort of category which
contains G-Mod and not A-Mod. to see what this might be, we consider the
constructions we have made which do rely on on the group structure:

1. Recall that from a representation (πV , V ) we constructed the dual repre-
sentation:

(πV , V )
∗

= (πV ∨ , V
∨)

and then we used the group structure to define:

πV V (g) :=
(
πV
(
g−1

))∗
2. We used the existence of the identity to show the existence of a trivial

representation.

3. Recall we defined the tensor product of two representations. There is no
such notion for a generic associative algebra.

4. We established a natural isomorphism between (πV , V ) ⊗ (πW ,W ) and
(πW ,W )⊗ (πV , V ) given by

cVW (x⊗ y) = y ⊗ x

Theorem 5.1. G-Mod is a(n)

1. abelian C-linear category
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2. monoidal category with ⊗

C × C × C C × C

C × C C

⊗×id

id×⊗ ⊗

⊗

Note than in general monoidal categories this won’t be commutative. And
object I ∈ Obj (G-Mod) such that

I⊗ V ' V ' V ⊗ I

3. rigid monoidal category: For any V , there exists a right dual V ∨ and left
dual ∨V paired with evaluation and coevaluation maps

eV : V ∨ ⊗ V → I iV : I→ V ⊗ V V

and such that:
( ∨V )

∨
= ∨ (V ∨)

4. braided category: on any monoidal category a braided structure is an iso-
morphism:

cVW : V ⊗W ∼−→W ⊗ V

C ⊗ C ⇑ c C

⊗

⊗op

5.4 G-colored tangles

We now present a graphical way to think about G-modules. We first introduce
the category T (G) of G-colored tangles, then we introduce a functor from this
category to the category G-Mod.

Define the objects of this category to be:

Obj (T (G)) := {(ε1, V1) , · · · , (εn, Vn) | εi = ±1, Vi ∈ G-Mod}

and the morphisms to be:

Mor ((ε, V ) , (σ,W )) = {G-colored tangles }

Example 5.7. A pictorial example of an object in T (G) can be found in fig. 5.2.
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Figure 5.2: Example of a G-colored tangle.

We get a monoidal structure on T (G) from:

(ε, V )⊗ (σ,W ) = ((ε, V ) , (σ,W ))

we get a dual construction from:

∨ ((ε1, V1) , · · · , (εn, Vn)) = ((−εn, Vn) , · · · , (−ε1, V1))

evaluation map from:
(ε, V )

V ⊗ (ε, V )→ I

and a braiding:
cV,W : V ⊗W →W ⊗ V

This can be visualized in fig. 5.3
So we have seen this category T (G) shares these special properties with

G-Mod. This inspires us to construct a covariant functor F : T (G)→ G-Mod.
First we define F on objects:

F ((ε1, V1) , · · · , (εn, Vn)) = V ε11 ⊗ · · · ⊗ V εnn

where V + = V and V − = V ∨. Then we want to see the effect of the functor
on morphisms. We first define F on some simple morphisms in T (G). For a
single strand running from V to itself we define F to take this to idV viewed as
a morphism in G-Mod. For a cup strand (+, V ) to (−, V ), we define F to bring
this to the map iV : C → V ⊗ V ∨. Similarly, we take the cap from (−, V ) to
(+, V ) under F to the map eV : V ∨⊗V → I. Then two paths crossing between
nodes V and W are mapped to cVW . In addition to this we insist that:

F (t1 ◦ t2) = F (t1)F (t2) F (t1 ⊗ t2) = F (t1)⊗ F (t2)

for any two tangles t2,t2. This allows us to build any possible tangle, and we
therefore have a well defined functor. In fact even more is true:
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Figure 5.3: Pictorial representation of the braided structure of the category
T (G).

Theorem 5.2. There exists a unique functor F as constructed above.

Now suppose we have a picture

F (t) : V ε11 ⊗ · · · ⊗ V εnn →Wσ1

! ⊗ · · ·W
σn
n

for every tangle t, this is a G-linear map. Then we might wonder if the following:

Hom (V ε11 ⊗ · · · ⊗ V εnn ,Wσ1
1 ⊗ · · · ⊗W

σk
k )

is generated by F (t).

Let’s consider a particular case: Cn ⊗ · · · ⊗ Cn = (Cn)
⊗N

. Then the group
GLn acts diagonally:

g (v1 ⊗ · · · vn) = gv1 ⊗ · · · ⊗ gvn
and Sn acts by permutations. Then we have the following:

Theorem 5.3. The centralizer5.2 Z (GLn) in (Cn)
⊗N

is isomorphic to the group
algebra C [Sn].

Corollary 5.3. This action GLn×Sn acts on (Cn)
⊗N

multiplicity free.

5.5 Morita equivalence

Theorem 5.4 (Morita). Every additive equivalence of categories of unitary
modules, over units k-algebras A, B is provided by a Morita context.

So in this context, we have the following theorem:

Theorem 5.5. If Γk does not divide |G|, then kG is a product of matrix algebras
Morita equivalent to k × · · · × k.

5.2 Note that here, these are just all of the linear maps commuting with GLn



Chapter 6

Solvable groups and
extensions

The main goal of this chapter is to prove the Schur-Zassenhaus theorem. This
can be formulated a few different ways; we will prove a few of them. First we
review the notion of an extension and consider some preliminary group coho-
mology. We use these tools to prove a simplified version of the Schur-Zassenhaus
theorem. This simplified form will also act as a lemma for proving the stronger
forms of the theorem.

6.1 Group extensions

Definition 6.1. A composable pair of group homomorphisms π and ι:

E : G H Kπ ι

is said to be an extension (of G by K) iff kerπ = ι (K) if π is an epimorphism
and ι is a monomorphism.

Definition 6.2. We say that an extension E splits, or is a split extension iff
there exists a right inverse σ : G→ H to π. That is, π ◦ σ = idG. In this case,
such a right inverse is called a splitting of E . We write Split E for the set of
splittings of the extension E .

Proposition 6.1. Split E is nonempty iff E is split.

For any two splittings σ and σ′, σ′ = χσ where χ : G → K is a map such
that

χ (g1g2) = σ′ (g1)σ′ (g2)σ (g2)
−1
σ (g1)

−1

Now of course we have

χ (g1)χ (g2) = σ′ (g1)σ (g1)
−1
σ′ (g2)σ (g2)

−1

69
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so we can see how far χ is from being a homomorphism by calculating:

χ (g1)χ (g2)χ (g1g2)
−1

= σ′ (g1)σ (g1)
−1
σ′ (g2)σ (g2)

−1(
σ′ (g1)σ′ (g2)σ (g2)

−1
σ (g1)

−1
)−1

= σ′ (g1)σ (g1)
−1
σ′ (g2)σ (g2)

−1

σ (g1)σ (g2)σ′ (g2)
−1
σ′ (g1)

−1

Exercise 6.1.1. Determine

χ (g1)χ (g2)χ (g1g2)
−1

in the case where K is abelian.

6.2 Curvature

Our main goal is to describe, up to restricted isomorphism, all extensions of a
group G by an abelian group K. This is a very difficult task, but by doing this,
we will be able to prove many important and deep theorems.

Given a general extension, it is not necessarily split. But we know every
surjective map as viewed in Set has a splitting. That is, consider a map s :
G → H which is just a function such that π ◦ s = idG. So s is an inverse of π
in Set. This is what we we will call a section, or a set theoretic splitting.

Warning 6.1. A set theoretic splitting is not necessarily a group homomor-
phism. This is the difference between a proper split extension and an extension
with a chosen section.

Definition 6.3. For any function between groups s : G → H, let ρs be a
function of two variables ρs : G,G→ K defined by

ρs (g1, g2) = s (g1) s (g2) s (g1g2)
−1

Equivalently,
s (g1) s (g2) = ρs (g1, g2) s (g1g2)

This is called the left curvature of s.

Example 6.1. We offer a silly example of curvature. Take either of the exten-
sions:

Z/10Z Z/100 Z/10

Z/10Z Z Z

×10

×10

then the following definition for ρ trivially satisfies the definition:

ρ (i, j) :=

{
1 i+ j ≥ 10

0 i+ j < 10

So this is the process of “carrying the one” from elementary school addition.
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In our case, the condition that π ◦ s = idG implies that the curvature is a
function ρs : G,G→ K since s is a right inverse. In any case, we can write the
following:

s (g1) s (g2g3) = ρ (g1, g2g3) s (g1g2g3)

s (g1g2) s (g3) = ρ (g1g2, g3) s (g1g2g3)

Now we can rewrite the second expression as follows:

ρ (g1, g2) s (g1g2) s (g3) = ρ (g1, g2) ρ (g1g2, g3) s (g1g2g3)

= s (g1) s (g2) s (g3)

= s (g1) ρ (g2, g3) s (g2g3)

= s(g1)ρ (g2, g3) s (g1) s (g2g3)

so substituting the first expression into this gives us:

s(g1)ρ (g2, g3) ρ (g1, g2g3) s (g1g2g3) = ρ (g1, g2) ρ (g1g2, g3) s (g1g3g3)

which gives us the 2-cocycle6.1 identity:

s(g1)ρ (g2, g3) ρ (g1, g2g3) = ρ (g1, g2) ρ (g1g2, g3)

This is also written:

δρ = s(g1)ρ (g2, g3) ρ (g1, g2g3) ρ (g1g2, g3)
−1
ρ (g1, g2)

−1
= 1

which is called the non-abelian co-boundary of ρ. But there is a problem here,
because this still depends on s. That is, δρ is a function of three arguments,
and is a constant function.

Note that we can write this in the additive form as well.

1 = g1ρ (g2, g3)− ρ (g1g2, g3) + ρ (g1, g2g3)− ρ (g1, g2) (6.1)

Remark 6.1. We are implicitly treating K as some sort of “bi-group” in the
sense that we are equipping it with a certain group-theoretic action on the left
and on the right. We know we have a left action of H on K in a canonical
way, but we really want a left action of G on K. The problem is, that we can’t
necessarily do this in a canonical way since we need to choose a section s. We
will see in the next proposition, that if K is abelian, which is the case we will
be primarily interested in, we actually do have such a canonical action of G on
K. In any case, we equip K with a left action of conjugation by elements of
H, and a left action given by the trivial action of elements of G. In the last
term in (6.1) we really wanted an action of g3 on the right as before. In fact we
do have this, but since right action is trivial here, this can be omitted from the
notation.

6.1 Recall a cocycle is a closed cochain.
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Proposition 6.2. If K is abelian, then for every extension

E : G H Kπ ι

G acts canonically on K as follows:

gK := g̃K

where g̃ ∈ H such that π (g̃) = g.

Note that if g̃′ is another element such that π (g̃′) = g, then g̃′ = k′g̃ for
some k′ ∈ K. But k′ acts trivially on K, since it is Abelian. Note that picking
a splitting s is just doing this lifting process for all g ∈ G. This is effectively
the same as this whole transversal business. In particular, the image under any
set-theoretic section s is precisely a transversal of the G-set of cosets of K in H.
In any case, this is incredibly important, because this means when K is abelian,
δρ from before doesn’t actually depend on s.

In other words we have given the group K the structure of a G-module. That
is, this provides a homomorphism G→ AutK which sends g to the conjugation
by any element g′ ∈ H which maps to g under π.

So this says, that δρ is the coboundary of the 2-cocycle ρ of G with coeffi-
cients in K where K is viewed as a representation of G. That is, if K is abelian,
for every s, we write

ρs ∈ Z2 (G,K) δρs ∈ B2 (G,K)

where K is a GZ module (or equivalently a ZG module).

6.3 General cohomological theory

Let k be commutative unital ground ring and V be a k-module.6.2 The standard
cochain complex of a group with coefficients in a representation V is given by:

Cn (G;V ) :=

G, · · · , G︸ ︷︷ ︸
n

→ V

 ' Homk-Mod

(
kG⊗kn, V

)
Note this is trivially a k-module. We now construct what are called coboundary
maps. These are k-linear maps:

Cn (G;V ) Cn+1 (G;V )

f δf

δ

So f is a function of n variables and δf is a function n + 1 variables, but we
have to build it from f . So suppose we have g1, · · · , gn+1, then we will use all

6.2 Our Z-module K from before has become V here where our ground right was implicitly
just Z.
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of the potential contractions to a list of length n to construct this δ function.
We can remove the first element, the last element, or take any two neighbours
and replace them with their product. Now we apply the function f to the new
list of objects of length n to get an element in the target. But notice that if
we remove the first or last elements completely, these do not affect the behavior
of this term in our definition for δf . As such, we take this image in the target
and twist it by this element. So if we have removed the first one, we twist by
a left action, and if we remove the last one, we twist by the right action. So
the target of these functions should be a sort of “G-bimodule” where the right
action is trivial.

Remark 6.2. Recall the category kG-Mod is actually isomorphic to the category
of k-linear representations of G. That is, homomorphisms:

G→ GL (V ) := Autk-Mod V

So in this sense, bi-actions of groups are the same as bimodules.

Consider a trivial action of G and some element:

γ =
∑
g∈G

cgg

where cg 6= 0 for finitely many g ∈ G. Then γ acts as:

γv =
∑

cggv =
(∑

cg

)
v =

∫
v

So there is a homomorphism from kG to k, which is precisely given by:

γ 7→
∫
γ =

∑
cg

Notice this is not only a homomorphism of algebras, but in fact a homomorphism
of Hopf algebras, since k is the image of the trivial group, and from every
group there exists a homomorphism to the trivial group. This is what is called
augmentation, and the kernel is denoted by IkG or JkG. This ideal is called an
augmentation ideal. Note that this is a nonunital algebra. This is a standard
fact of homological algebra:

Proposition 6.3. The bicohomology of the augmentation ideal IkG is precisely
the group cohomology of G.

Returning to our list of n− 1 elements, we are producing a function:

g1, · · · , gn+1 7−→ g1f (g2, · · · , gn+1)

+

n∑
i=1

(−1)
i
f (g1, · · · , gigi+1, · · · , gn+1)

+ (−1)
n+1

f (g1, · · · , gn) (6.2)



CHAPTER 6. SOLVABLE GROUPS AND EXTENSIONS 74

Remark 6.3. Note that in (6.2), as noted above, we have a right action of gn+1,
but since the action is trivial, we omit this from the expression.

Now with this understanding of the coboundary function δ, we can define
the nth cohomology to be:

Hn (G;V ) = Zn (G;V ) /Bn (G;V )

where the

Zn (G;V ) := ker δn Bn (G;V ) := im δn−1

are called the group/module of n-cocycles of G with coefficients in V and the
group/module of n-coboundaries.

6.4 Chain homotopy

So we have seen that given a set theoretic section for π, we obtain a 2-cocycle
of G with coefficients in a Z-module K.

Definition 6.4. Given two cochain-complexes (C∗, δ∗C) and (D∗, δ∗D) consider
map h from C to D of degree −1 and morphisms ϕ,ψ : C → D as in the
following diagram:

C∗

D∗

ϕ ψ

δC

h

δD

Note that these are really the collections ϕ = (ϕn) where each ϕn : Cn → Dn

and ψ = (ψn) where each ψn : Cn → Dn. So ϕ,ψ preserve degree, h is of degree
−1, and the coboundaries δC and δD are of degree +1. Then h is a homotopy
from ϕ to ψ iff the following supercommutator condition is satisfied:

ψ − ϕ = [h, δ] = hδC + δDh

This is often denoted ϕ ∼h ψ.
The map ϕ is said to be null homotopic if ψ is 0 and vice versa. So this means

ϕ is representable as the supercommutator of some graded map of degree −1
with the corresponding coboundaries. In this case h is also called a contracting
homotopy.

If ψ is the identity on any given complex, it is then said that the complex is
contractible.

Proposition 6.4. Let G be a finite group. Multiplication by the order |G| is
chain-homotopic to 0, equivalently it is null-homotopic. That is we have the
diagram

C∗ (G;V )δ h
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and the expression:
[h, δ] = |G| idC∗(G;V )

Explicitly the homotopy is given by:

(hα) (g1, · · · , gn−1) = (−1)
n−1

∑
x∈G

α (g1, · · · , gn−1, x)

Remark 6.4. The intuition behind this form of the homotopy is that we are fixing
this argument to be x for every x ∈ G and computing some sort of average.

Corollary 6.1. If k is a field or characteristic 0, then cohomology is identically
0.

Proof. So now suppose k is a field of characteristic 0. Then these modules are
k-vector spaces, so there is no torsion. So by proposition 6.4, the cohomology
must be 0.

The following comes directly from the definitions:

Proposition 6.5. If ϕ and ψ are homotopic, then ϕ− ψ is null homotopic.

Now we have the following fundamental fact:

Proposition 6.6. If ϕ and ψ are homotopic, then they induce the same map
on the cohomology group.

Now suppose γ ∈ ZnC is an n-cocycle in C. If ψ is null homotopic, then

ψγ = hδγ + δ (hγ) = δ (hγ)

so we have that ψγ is explicitly represented as the coboundary of some chain,
which is manufactured using the contracting homotopy h. This is the standard
use of a contracting homotopy h. The presence of a contracting homotopy is
very powerful. The following is essential in homological algebra:

Proposition 6.7. If we apply an additive functor to a (co)chain complex, it
will take any contracting homotopy to a contracting homotopy.

Proof. This essentially follows from the fact that all of the characterizing aspects
of a contracting homotopy are additive, and are therefore obviously preserved
by any additive functor.

Definition 6.5. A cyclic complex is a complex with zero (co)homology.

Cyclic complexes are very rarely preserved by functors. In fact, functors
which preserve cyclic complexes are called exact functors.
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Example 6.2. Suppose we have the category of k-representations of G. Then
take two functors: invariants and coinvariants.

V V G

kG-Mod k-Mod

V VG

inv

coinv

Recall that V G is the largest set of V such that G acts trivially. That is it is
the largest trivial subrepresentation of G. Of course VG is the largest trivial
quotient representation.

Then we have that inv is left exact but not right exact, and coinv is right
exact but not left exact. For each additive functor, you have left derived and
right derived functors, and we can apply them to every functor.

Warning 6.2. It is a common misunderstanding that right derived functors
only exist for left exact functors, and left derived functors only exist for right
exact functors. This is not true. It is simply the case that right derived functors
for left exact functors behave nicely in the sense that they are balanced etc.

As it turns out, cohomology groups such as the ones we are calculating, are
precisely the right derived functors of the invariants functor.

We saw essentially this same picture with G-sets, only this category was
semi-simple. This category of representations of is not necessarily semi-simple,
so we don’t get the same results. For certain particular cases, however, there
will be convenient results.

Example 6.3. Let G be a finite group such that (|G| , char k) = 1, that is |G|
is invertible in k. Then the category kG-Mod modules is semi-simple, and the
functor inv is exact. This is because multiplication by |G| is invertible in kG.

Example 6.4. Let G be a finite group. If char k = p where p divides |G| then
this is significantly different. This leads into a profoundly beautiful theory. For
more on this see the third part of Serre’s representation theory of finite groups
[5]. This is fundamental in homotopy theory, algebraic K-theory, and algebraic
number theory.

6.5 Exercises

Exercise 6.5.1. Develop the corresponding 2-cocycle identity for the right cur-
vature ρr (g1, g2) which has the property:

s (g1, g2) ρr (g1, g2) = s (g1) s (g2)

and for the middle curvature which has the property:

s (g1)
−1
s (g1g2) s (g2)

−1
=: ρm (g1, g2)
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Exercise 6.5.2. Show that δ ◦ δ = 0.

Exercise 6.5.3. Prove proposition 6.4.

6.6 Isomorphism classes of extensions

So what if we have two splittings s and s′:

G H K

s

s′

for abelian K. Of course this means there is a certain factor τ (g) such that
s′ (g) = τ (g) s (g). So τ : G → K. Now for both s and s′, we get that their
curvatures are both cocycles: ρs′ , ρs ∈ Zn (G;K). Then it turns out to be the
case that:

ρs′ρ
−1
s = δτ

Conversely, we can take any τ : G→ K and from some splitting s, this will
of course give us a new splitting s′ := τs. All set theoretic splittings arise this
way.

So starting from an extension, we get a cocycle by choosing a splitting. But
if we were to choose a different splitting, then we would end up with a different
cocycle. However, the cohomology class of this cocycle is canonically defined by
this extension. This means that a certain isomorphism class of extensions are the
same as connected components of this category. So the connected components
of this category form a group. This is the second cohomology group of G with
coefficients in K. Where we mean two extensions H and H ′ of G by K are
isomorphic iff

G H K

G H ′ K

∼

So now we have addition on these isomorphism classes. In particular, we start
with the exact sequence G×G� H ×H ′ ←↩ K ×K. Then we take a pullback,
followed by a pushout to get:

G×G H ×H ′ K ×K

G

G H̃

H ′′ K ×K

K

∆

+
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We have implicitly used the fact that the pullback of a monomorphism is a
monomorphism. This is true in every category. We have also used the fact
that a pullback of an epimorphism is an epimorphism. This is not true in every
category, but it is here. So starting with two arbitrary extensions of G by K,
we end up with a new extension H ′′ of G by K.

So each of these initial extensions have a corresponding second cohomology
class. So when we pull in the quotient, and push in the kernel we are sort of
adding these classes to get a new cohomology class.

So by this argument, we can form a sum of any two curvature cocycles to
form a curvature cocycle. But now we can ask the general question of whether
every cocycle, or at least every cohomology class, is produced this way. As it
turns out, every cohomology class, produces an extension, for which it is the
curvature cocycle. In particular, this is:

G� K oρ G←↩ K

where of course G acts on K and ρ is of course a 2-cocycle of G with coefficients
in K, being a representation of G. Then the definition of this is very simple.
Just take K ×G and then define twisted multiplication:

(k1, g1) ·ρ (k2, g2) := (k1
g1k2ρ (g1, g2) , g1g2)

Now we can write this for any function of two variables ρ.

Exercise 6.6.1. Show this is associative iff ρ is a 2-cocycle of G with coefficients
in a G-module K.

Note that if ρ = 1, this is simply the semidirect product. This ρ = 1
represents the trivial element in this group of isomorphism classes of extensions.
So the general procedure is to start with an extension and consider the curvature.
Then look at the corresponding cocycle, and then we might be able to find that
for whatever reason, this is actually a coboundary. If this is the case, then it is
the coboundary of some function of one variable. Then we can multiply this on
the left to modify the original choice of splitting, and now for this new splitting,
we can show that the curvature is simply the identity. This is of course the whole
meaning of a coboundary. This is often used in the sense that we might start
with an extension, consider some splitting, and show this must be a coboundary
which means this is a split extension.

6.7 Abelian case of Schur-Zassenhaus theorem

As mentioned in the introduction to this chapter, the main goal, and one of the
highlights of the course, is proving the Schur-Zassenhaus theorem in full gener-
ality. For now prove a simplified case using the tools we have since developed:

Theorem 6.1 (Schur-Zassenhaus(abelian)). Consider an extension:

E : G H Kπ ι

where K is abelian and (|G| , |K|) = 1. Then this extension splits.
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Proof. This will effectively follow from the fact that multiplication by |G| on
C∗ (G;V ) is null homotopic under the homotopy from proposition 6.4. Recall
this means we have the expression:

[h, δ] = |G| idC∗(G;V )

where the homotopy can be written explicitly as:

(hα) (g1, · · · , gn−1) = (−1)
n−1

∑
x∈G

α (g1, · · · , gn−1, x)

In other words, multiplication by |G| is 0. That is, every element in the coho-
mology of a finite group is torsion of order dividing |G|.

So now if (|G| , |K|) = 1 then |G| is invertible in K, but it is also 0. So
every curvature is cohomologous to some cocycle which is divisible by the order
of G. But that cocycle is, by the formula above, null-homotopic. So because
it is a cocycle it is the coboundary of some 1-cochain, which means that the
original section, for which we chose our curvature, can actually be modified by
that function G → K making it a homomorphism, meaning the extension is
split.

6.8 Basic properties of solvable groups

We now state the standard definition of a solvable group via the derived series.
First consider the commutator functor, which is a subfunctor of the identity
functor on Grp. This takes any group to its commutator subgroup:

G→ [G,G] = {[g1, g2] · · · [g2n−1, g2n] | g1, · · · , g2n ∈ G}

Recall this is not just a normal subgroup, but in fact a characteristic subgroup
which we write as: [G,G] / \ G.

Proposition 6.8. When we have G′′ � G, this implies [G′′, G′′] � [G,G].
Similarly, When we have G←↩ G′, this implies [G,G]←↩ [G′, G′].

First take G(0) = G. Then inductively define:

G(n+1) =
[
G(n), G(n)

]
so we have

G(0) Z.G(1) Z. · · ·

Definition 6.6. If G(n+1) = 1, we say G is solvable of degree n. In particular,
G is solvable for finite n. For a given group G, let SolvG denote the set of
solvable subgroups.

Solvable groups comprise the smallest subcategory of Grp which contains
all Abelian groups, and which is closed under extensions. A solvable group of
degree i is obtained from i extensions.
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Example 6.5. Abelian groups are solvable of degree 0, and metabelian6.3 are
solvable of degree 1.

Now we have some observations:

Proposition 6.9. Let G be solvable of degree n. For any quotient group G′′

and any subgroup G′, we have

(G′′)
(i)

� G(i) ←↩ G′(i)

In addition, G′′ and G′ are solvable of degree ≤ n.

Proposition 6.10. Suppose G is an extension of G′′ by G′ where G′′ is solvable
of degree m and G′ is solvable of degree n. Then G is solvable of degree m+n+1.

Proof. We know that

1 = (G′′)
(m+1)

� G(m+1)

which implies G(m+1) < G′ so

G(m+n+2) < (G′)
n+1

= 1

thus G is solvable of degree m+ n+ 1.

The previous proposition shows us the category Grpsolv of solvable groups
is hereditary, cohereditary, and closed under extensions. We also see that this
category contains the category Ab of abelian groups. In fact it even contains
the closure of this category under extensions, written Abext cl. But by the
definition of Grpsolv, this is also contained in Abext cl since if G(n+1) is trivial,
then G(n) is abelian, meaning G is an extension of G/G(n), which is abelian,
which is solvable of degree n − 1. So by induction, solvable groups of degree
n are obtained by applying n extensions by abelian (co)kernels. In any case,
solvable groups are exactly the closure of Ab under taking extensions.

6.9 Complements

We introduce the following basic notion:

Definition 6.7. For a subgroup K < H, a subgroup J < H is said to be a
complement of K iff H = JK and J ∩K = 1

Proposition 6.11. Splitting of an extension with normal kernel is exactly equiv-
alent to the kernel having a complement.

6.3 Recall metabelian groups are all of the groups which can be expressed as extensions of
abelian groups.
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In particular, we have

σ (G) H

G
π

∼

and since π restricted to H is an isomorphism,

G ∩K = 1 H = GK = KG

6.10 Solvable case of Schur-Zassenhaus theorem

We can now prove a more general version of the Schur-Zassenhaus theorem using
these basic facts about extensions of solvable groups and the fact that we know
the weaker case in theorem 6.1.

Theorem 6.2 (Schur-Zassenhaus (solvable)). If (|G| , |K|) = 1, and K is solv-
able, then the extension splits.

Proof. If K is abelian we are done. So suppose K is solvable but not abelian
and that this is the smallest counterexample. Let M be a minimal nontrivial
normal subgroup of H contained in K. Since K is solvable this M surely exists.
Now we know [M,M ] / \ M is normal as well. Since M is solvable, this is always
proper unless M is trivial, but we chose M such that it was nontrivial and
minimal, so [M,M ] = 1. This is a general fact that such minimal nontrivial
normal subgroups are abelian.

Now take such a subgroup M , and take quotients of H and K to get:

M M

G H K

G H/M K/M

π′′

π

σ′

π′

It is a basic fact in homological algebra that the induced map between the
quotients on the left is an isomorphism. But since this extension was the smallest
counterexample, the bottom line splits. So we have some splitting σ′ which is a
monomorphism, so π′ ◦ σ′ = idG. Now we have the diagram:

M M

H ′ H

G H/M

π′′

σ′

π′′
σ′′

σ′
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The map π′′ is the pullback of π′′ and the map σ′ is the pullback of σ′. The
left column here is the pullback of the right column by σ′. This is also called a
base-change. Explicitly this pullback is:

H ′ = {(g, h) ∈ G×H |σ′ (g) = π′′ (h)}

So it is the largest subset of the cartesian product such that the image agreed
in H/M . Now we are done, because we haven’t changed the condition on the
kernel. The kernel is abelian, normal, and its order is a divisor of the order of
K. Even for large |K| this is already relatively prime to G, so therefore the
order of M is relatively prime to G, which means we can apply the abelian form
of the theorem to this new extension. See exercises for the rest of this proof.

6.11 Exercises

Exercise 6.11.1. Complete the proof of theorem 6.2. That is, show that π◦σ̄′◦
σ′′ = idG. Equivalently, σ := σ′◦σ′′ is a splitting of E which means contradiction
with the assumption that this was a counterexample.

Exercise 6.11.2. Suppose H ′ . K ′

G′ H ′ K ′

G H K

f

π′

π

Show that f is injective iff K ′ = H ′ ∩K

Exercise 6.11.3. Show that f is surjective iff H = H ′K = KH ′.

Exercise 6.11.4. Show that the center Z (N) of a normal subgroup of a group
H is normal in H.

6.12 Frattini’s argument

The following theorem is a famous, though simple, Corollary of the Sylow the-
orems which we introduce now for use in the forthcoming arguments.

Theorem 6.3 (Frattini). Suppose K is a normal subgroup of a finite group H,
and P is a Sylow p-subgroup of K. So H .K >Syl P . Then we have:

H = NH (P )K

Proof. We know that for any h ∈ H,

hP < hK = K

hence by the second Sylow theorem, there exists k ∈ K such that hP = kP . In
other words k−1hP = P so k−1h ∈ NH (P ) so h ∈ KNH (P ).
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Note that there is a more general version of Frattini’s argument which we
saw before. In particular, suppose K / H and H acts on a set X such that
ResHK X is transitive. Then H = KHx where Hx is a stabilizer of any element
x ∈ X. If we additionally suppose that H acts freely, this means that Kx is
trivial for any x. In other words, x is a K torsor. In this case, Kx = Hx ∩K,
so we get a complement. So if you have any abelian normal subgroup in any
finite group, we can always find a set on which the whole group acts, which is a
torsor over the subgroup. In addition, all of the complements of this subgroup
in the group, are stabilizers. That is, they necessarily fix at least one element.

Example 6.6. Start with a set where there is no chance of anything acting
transitively. In particular, consider the set of all set-theoretic sections of H.
Then suppose that we already know that there are sections which are comple-
ments of K in H. Then notice, that every element from any such complement,
fixes the section which corresponds to the complement since it will simply take
this subset to itself since a subgroup is closed. In particular, the elements that
fix it are precisely elements from that group. So clearly every complement fixes
something.

But as we noticed initially, there is no chance that even H, much less K,
would act transitively. So now consider the gauge group to be the set of all
functions from G to K which clearly acts transitively. Note that K is identified
with the constant function. Now consider charge on these sections. Any two
sections, over every point of G, differ by an element of K. But if K is abelian,
we can multiply these differences by K in any order. For two sections s and s′

we call this difference the quotient of s by s′. This is a gauge transformation. So
this gauge transformation is a function from G to K. So then we are effectively
taking a Feynman integral. The corresponding integration is over our group G.
So say s = ks′, then we are just taking the product over all g of k and we get
an element in K. So this is like an operation on sections, with values in K. We
can do this for any Torsor. So now we can say that s/s′ = 1 is an equivalence
relation, and now we can verify that the action of K or G on these equivalence
classes, is something.

6.13 Final form of Schur-Zassenhaus theorem

So we have seen the Schur-Zassenhaus theorem in both theorem 6.1 and theo-
rem 6.2 as giving conditions for an extension to split. In this section we meet
the most general form of the Schur-Zassenhaus theorem in two parts. The first
part relaxes the condition even more to only require relatively prime orders.
The second part asserts that all of the resulting complements of K in H are in
fact conjugate.

6.13.1 Part 1

Theorem 6.4 (Schur-Zassenhaus (part 1)). If (|G| , |K|) = 1, then any exten-
sion of G by K splits.
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Proof. From Frattini’s argument and the exercises in the previous section, we
have the following pair of extensions:

G NH (P ) NK (P ) = NH (P ) ∩K

G H K

π′

π

Then since (|G| , |K|) = 1, and since p divides the order of K, p does not divide
the order of G. This means any Sylow p-subgroup of K, is always a Sylow
p-subgroup of H. Now if P is not normal in H, NH (P ) is strictly smaller, so
by the induction hypothesis, there exists a complement Q ⊂ NH (P ) of NK (P ).
This means π′ takes Q isomorphically to G. In particular, this means Q is a
complement of K in H as well.

So now the only remaining case is if any such P is normal in H. But if P
is normal in H, then it is normal in K, and this means K is nilpotent, and
therefore solvable. Therefore we are done.

Notice that we didn’t even need that argument. We can give the following
proof:

Proof. Suppose for a given prime, the Sylow p-subgroup P is normal. So we
have P /K /H, and P /H. Since P is a p-group, it has nontrivial center. From
the exercise in the previous section, we know the center Z (P ) is also normal
since P is normal. So we have the following:

Z (P ) Z (P )

G H K

G H/Z (P ) K/Z (P )
σ′

So here, Z (P ) replaces the minimal normal solvable subgroup of K that we
have seen. Since we have a strictly smaller order on the bottom line, we have
the splitting σ′ by the inductive hypothesis. As before, we use σ′ to take a
pullback of this extension to get the extension G′ of Z (P ) by G. Now we can
use the abelian kernel version of Schur-Zassenhaus to get another splitting σ′′.

Z (P ) Z (P )

G′ H

G H/Z (P )

σ′

π′′

σ′

σ′′
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Now as we saw in the first exercise, the composition σ′ ◦ σ′′ is a splitting and
we are done.

Remark 6.5. The only advantage of the second proof we gave here is that we
don’t have to actively invoke the structure of solvable groups.

6.13.2 Part 2

As mentioned earlier, the second part of the Schur-Zassenhaus theorem asserts
that the complements of K in H are in fact conjugate.

Example 6.7. Note that such complements are not conjugate in general. We
provide a counterexample for when this coprime cardinality condition is not
met. Let G and K be vector spaces. Then H := G × K is an abelian group,
and in particular a split extension of G by K, where π projects onto G. Now it
is clear that all of the complements of K are just vector subspaces intersecting
one of these vector spaces at 0 which together span the whole space. But there’s
no way for these to be conjugate to one another since the group is abelian.

It is clear that from the abelian form of Schur-Zassenhaus theorem 6.1 we
have shown the existence of complements in the abelian case. We now show
that these complements are in fact conjugate:

Lemma 6.1 (Schur-Zassenhaus (part two, abelian)). If (|G| , |K|) = 1 and K
is abelian, the complements of K in H are conjugate.

Proof. If we have a subgroup K < H then consider the set of set theoretic
sections

S := Sect
(
H/K Hπ

)
and the group

K := {H/K → K}

This can be thought of as a gauge group. Now note that S is an (H,K) biset,
where H acts on the left in the obvious manner, and K acts on the right. Then
we want to investigate this action. It is very important that S is a K-torsor.
This means that K acts freely with a single orbit. So this is a very big set, acted
on by a very big group.

Now we define charge, and we will define what it means for two sections to
have the same charge. Then under this coprime condition the result will follow.
We need to develop some more formalism before we can complete this proof, so
we will return to this.

We now prove the second part of the theorem in full generality:

Theorem 6.5 (Schur-Zassenhaus (part two)). Under hypothesis that either G
or K are solvable, all complements of K in H are K conjugate.

Remark 6.6. This additional hypothesis is redundant by a difficult theorem of
Feit and Thompson which states that every finite group of odd order is solvable.
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Remark 6.7. It might initially seem that this theorem is stronger than saying
that all complements of K are H conjugate rather than K conjugate. But in
fact they are equivalent, because for a given complement Q of K in H, we have
h = kq for q ∈ Q.

Proof. Proceed by induction on the size of H. First assume K is solvable. In
fact we don’t even need full solvability. We only really need that K contains an
abelian subgroup which is normal in H. Then we have:

M M

G H K

G H/M K/M

π

π′′

π′

With the first part of the theorem, we have already shown the existence of
complements. So suppose Q and Q′ are complements of K in H. Then π′′ (Q′)
and π′′ (Q) are subgroups of H/M . In particular they are complements of K/M
in H/M since Q ∩M ⊂ Q ∩K = 1 and Q′ ∩M ⊂ Q′ ∩K = 1 and π′ ◦ π′′ = π,
so the images of Q and Q′ under π′′ still map to G under π′.

Now by the inductive hypothesis, there exists k ∈ K such that kQ ⊂ Q′M
but Q′ ∩M = 1 and is abelian. In other words, the group Q′M is an extension
of Q′ by M :

Q′ Q′M M

Therefore there exists m ∈M such that mQ = Q′ and mkQ = Q′.
Now assume the group G is solvable. Again, we can relax this slightly.

We assume G is such that the abelianization GAb is nontrivial. Let p divide
the order of G. Of course this means p 6 | |K|. Then suppose there exists an
epimorphism G→ Cp where Cp is the cyclic group with p-elements. Denote the
kernel of this map by G. Notice that there is also a map ρ : H → Cp given by
composition of π : H → G and our map G→ Cp. Denote the kernel of ρ by H.
That is we have the following diagram:

G H K

G H K

Cp Cp

π

ρ

Now let Q and Q′ be two complements of K in H. Then we have the following
claim:

Claim 6.1. H ∩Q and H ∩Q′ are complements of K in H
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Exercise 6.13.1. Prove this.

By the inductive hypothesis, this means that there exists k ∈ K such that

k
(
H ∩Q

)
= H ∩Q′

So we have reduced this to the case where we can assume Q and Q′ have the
same intersection with H. Now let P be a Sylow p-subgroup in Q and P ′ a
Sylow p-subgroup in Q′. Notice that H ∩ P is a Sylow p-subgroup in H.

Now taking Q := Q ∩H, since Q� Cp, we have the extension:

Cp Q Q

Note P ∩ Q is precisely a Sylow p-subgroup of Q. Furthermore, if pl is the
highest power of p dividing |G|, pl−1 must be the highest power of p dividing
Q. This means there are elements in P which are not in Q, which means they
must map nontrivially to Cp. And since Cp has no nontrivial subgroups, we
have Q = PQ and similarly Q′ = P ′Q.

Now consider the group 〈Q,Q′〉 ⊂ H. Notice that Q is normalized by Q and
by Q′ since Q is simultaneously the intersection of Q with a normal subgroup,
and Q′ with a normal subgroup. Therefore the group 〈Q,Q′〉 normalizes Q as
well. This means P and P ′ are Sylow p-subgroups of 〈Q,Q′〉 since they have
maximal possible order. Then we know that there is h ∈ 〈Q,Q′〉 such that
hP = P ′, so

hQ = hP hQ = hPQ = P ′Q = Q′

and we are finished by the remark that the complements are H conjugate iff
they are K conjugate.

6.14 Hall subgroups

Let X be a G-torsor. Let K / G. Then the set of K-orbits XK , that is the set
of orbits of this action restricted to K, is equipped with the induced structure
of a G/K-set.

Exercise 6.14.1. Show that XK is a G/K-torsor.

Definition 6.8. (|G : H| , |H|) = 1 iff H < G is a Hall subgroup.

Let H < G be a Hall subgroup. This is equivalent to saying that if

|G| =
∏
π(G)

pep(G)

where π (G) denotes a finite set of primes dividing the order6.4 of G then this
implies

|H| =
∏

π⊂π(G)

pep(G)

6.4 This is empty for trivial G.
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for some subset π ⊂ π (G). This leads to:

|G : H| =
∏

π(G)\π

pep(G)

Definition 6.9. For any set of primes π, we say that G is a π-group iff π (G) ⊂
π.

The complement to π in π (G) is denoted π′. And in particular, for any
prime p, we write p′ := {p}′. In addition to this, for any n ∈ Z+, write |n|π for
the largest π divisor of n. The following follows directly from the definition:

Proposition 6.12. For all n, (|n|π , |n|π′) = 1.

Hall π-subgroups of a given group G are the maximal π-subgroups of G and
moreover, |H| = |G|π.

Theorem 6.6. Any π-subgroup is contained in some Hall π-subgroup.

Theorem 6.7. Any two Hall π-subgroups are conjugate.

We will prove these later. . .

Remark 6.8. The previous two theorems should be compared to the first two
Sylow theorems. In particular, if π consists of a single prime, these are exactly
them. In fact, these two theorems will also turn out to be equivalent to the
Schur-Zassenhaus we have spent so much time with.

Theorem 6.8 (Burnside). If π (G) = {p, q} then G must be solvable.

Example 6.8. The smallest non-abelian simple group is A5. It follows from
this that every group of order less than 60 is solvable. Indeed π (A5) = {2, 3, 5}.

Example 6.9. If π (G) = {p, q} has only two elements, then every Sylow p-
subgroup has every Sylow q-subgroup as a complement. So G = PQ where P
is any Sylow p-subgroup, and Q is any q-subgroup. Note that neither of these
have to be normal.

Exercise 6.14.2. Consider G = A5, so π (G) = {2, 3, 5}. For which subsets of
2-primes of {2, 3, 5} does there exist a Hall π-subgroup?

Schur-Zassenhaus can then be reformulated as a statement about normal
Hall-subgroups:

Theorem 6.9 (Schur-Zassenhaus (Hall subgroups (part 1))). If H is a nor-
mal Hall π-subgroup of a group G, then it has a complement, say K, which is
necessarily a Hall π′-subgroup. That is,

G = HπHπ′
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where Hπ is normal and Hπ′ may not be.6.5 In terms of extensions, we have:

K

G/H G H

π′ − group

∼

Theorem 6.10 (Schur-Zassenhaus (Hall subgroups (part 2))). By part one, a
normal Hall π-subgroup of G exists, which implies that a Hall π′-subgroup exists.
Now if additionally, either a solvable Hall π, or π′-subgroup exists, then all Hall
π′-subgroups are conjugate. In particular, they are conjugate by an element of
H.6.6

6.5 If it is normal, this is a trivial extension.
6.6 It is said that that they are fused.



Chapter 7

Transfer and fusion

7.1 Gauge groups

In any category, for any arrow α, one can consider the set of right sections, that
is the right inverses of α. These are arrows σ such that α◦σ = id is the identity
on the target of α. We say that α is a split epimorphism iff the set defined
above is non-empty. We can also consider the set of left inverses of α, and if
this is non-empty, α is a split monomorphism.

Example 7.1. One often considers this in a concrete category, so the objects
are just sets with some algebraic structure. Then we can forget about this
structure and just consider sections in Set.

Warning 7.1. Epimorphisms of sets with multiple algebraic operations are not
necessarily surjective maps of the underlying sets.

Proposition 7.1. Every monomorphism and every epimorphism in Set is split.

Proof. It is a trivial fact that every monomorphism in Set is split. The fact
that every epimorphism splits follows directly from the axiom of choice.

Remark 7.1. Thanks to Gödel, we know that this is consistent, yet independent
of the axioms (say ZF) of set theory.

Consider a group G and a subgroup H < G. Then we have the canonical
quotient map

H\G = {Hg | g ∈ G} Gπ

The function π is not necessarily a group homomorphism, but it is certainly a
homomorphism of G-sets. Now define the following set of all sections:

ΓH\G = Γπ =
{
s : H\G→ G |π ◦ s = idH\G

}
= {s : H\G→ G | s (C) ∈ C} ⊂ Map (H\G,G)

90
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Define the gauge group to be:

H := Map (H\G,H)

We have a left action of this on ΓH\G given by:

χ, s 7→ χs (χs) (C) = χ (C) s (C)

for s ∈ ΓH\G and χ ∈ H. We want to consider other actions on ΓH\G, and in
order to consider these we define the set of transversals:

TH\G = {T ⊂ G |π|T : H\G↔ T}

In particular notice that there is a canonical identification between the set of
sections Γ and the set of transversals. In one direction we can take a section
and then its image is a corresponding transversal. In the reverse, we take a
transversal T , and associate to it some section sT such that sT (C) is the unique
member of T ∩ C.

This canonical identification means that for any group action we define on
one, we get a corresponding action on the other. In particular, we have an
obvious left action of the gauge group H on TH\G. We also have a right reg-
ular action of G on itself, which induces an action on TH\G, since the set of
transversals is right G-invariant subset of P (G).

Exercise 7.1.1. Show that the set of transversals TH\G is a right G-invariant
subset of P (G) and therefore the right regular action of G on itself induces an
action on TH\G.

Exercise 7.1.2. Write down explicitly the induced right action of G on the set
of sections ΓH\G.

Denote this right action by s, g 7→ s ∗ g. It is important that we write this
with the ∗ notation because Map (H\G,G) clearly has a right regular action on
G. We can simply multiply a G-valued function on any set on the left and on
the right by an element of G, but this is not the same as s ∗ g. The following
follows directly from the definitions:

Proposition 7.2.
(s ∗ g) (H\G) = s (H\G) g

Exercise 7.1.3. Verify that the left H-action on ΓH\G commutes with the right
G-action.

Now let N = NG (H). Then for every n ∈ N , n (Hg) = Hng. In particular,
N acts on the left on the right cosets of H in G. So now we have two left actions.
In addition, this left action commutes with the right action by elements of G.
In other words, right cosets of H in G are permuted by the left action of the
normalizer. Next we will develop when H has a complement in its normalizer.

The left N action commutes with the right G-action, and together with the
left action of H, it provides a left action of the semidirect product:

NG (H)nH
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7.2 Semidirect product

We now offer a brief review of the semidirect product. Consider two groups N,K
where N acts on K, that is we have some homomorphism α : N → Aut (K).
Then we take S = N nαK to have the Cartesian product as the underlying set.
Note that we have

N S K

σ

π

so this contains a copy of both, but only K is normal. Now if K / N , then we
can take α to simply be conjugation, and we want this product to be something

of the form nn′
(
kn
′
)
k′. This leads us to generalize to:

(n, k) (n′, k′) := (nn′, α (n′) (k) k′)

But if this is a right semidirect product, α must be an antihomomorphism from
N . If α is a homomorphism we would have the factor in the second component
is α (n)

−1
(k) instead. We can more cleanly do this the other way:

K oα N (k, n) (k′, n′) = (k ( nk′) , nn′)

Example 7.2. Take N = AutK and α = id. Then we have the canonical
extension:

AutK K oAutK K

id

This is what is often called the holomorph of the group, Hol (K). This is a
group which somehow contains both the group and the set of automorphisms.
So we have seen this is canonically a semidirect product.

Then we can take a pullback by any action given by a homomorphism N →
AutK to get another extension

AutK K oAutK K

N ? K

id

But since this is a pullback of a split extension, this extension splits as well. So
our original extension is somehow universally terminal.

7.3 Transfer

7.3.1 Preliminary setup

So we have seen that the set of transversals and the set of sections are the same.
This set is a left NG (H)nH-set and a right G-set. In particular, we have that
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ΓH\G is a left H-torsor. Now suppose α is a homomorphism from H to some
abelian group. We now define a pairing from Γ,Γ→ H given by division. This
is well defined precisely because Γ is a torsor over H. Now we can follow this
pairing with the application of α fiberwise, and then take this so-called integral.
Together we write this composition as //α as in the following diagram:

ΓH\G,ΓH\G H Map (H\G,A) A

s′, s s′/s

/

//α

α◦() ∫
H\G

Example 7.3. If H is abelian, we can take α = id and then we just have:

ΓH\G,ΓH\G H

H

//

/

∫
H\G

so we are just sending:

s′, s 7→
∏

c∈H\G

(s′/s) (c)

Then ∼ is a congruence for the left action of NG (H). So now if we consider
ΓH\G/ ∼, we can notice that this is an NG (H)-set.

We can make the following preliminary observations:

s//αs = e ∈ A
(s′′//αs

′) (s′//αs) = s′′//αs

s//αs
′ = (s′//αs)

−1

This directly shows that we have the following equivalence relation7.1 on Γ. We
declare s′ ∼α s iff s′//αs = e.

Now take any two transversals T and T ′. We know there exists a unique
χ ∈ H such that T ′ = χT . Therefore

T ′g/Tg = χTg/Tg = χ

Now if H is abelian we of course still know there is unique χ ∈ H such that
T ′ = χT , but now for any ν ∈ NG (H)nH we have:

νT ′/νT = νχT/νT = νχν−1νT/νT = νχ

7.1 This is sometimes referred to as being equi-charged.
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But the real question is whether we have this same expression for this //α
operation. In general, we have

νT ′//ανT = ν (T//αT )

if kerα is invariant under conjugation by elements of NG (H). That is, if kerα/
NG (H). This is certainly the case if H is abelian.

So now assuming H / G is abelian, we can set α = id and define

X := ΓH\G/ ∼idH

Let H ⊂ H consist of constant gauges. Then each element h ∈ H acts on X as
multiplication by h|G:H|. The interpretation here is that we are integrating the
“constant” function h.

Now consider χ ∈ H such that
∫
H\G χ = e. Denote the collection of such χ

by H0. Then we have that H/H0 ' H so this is just the integral map:∫
H\G

: H → H

The whole point is:

x ∈ H0 ⇐⇒ χs ∼ s

Now let [S] ∈ X be the class of S. Then the action is(∫
H\G

χ

)
[S] := χ [S] := [χS]

so for a general h, the action is h [S] := [χS] where
∫
χ = h.

7.3.2 Schur-Zassenhaus theorem

Now under the relatively prime assumption, the map multiplication by |G : H|
from H → H is an isomorphism. At this point we observe:

Proposition 7.3. If H / G, then G acts on X, with H acting as a subgroup
via H action.

So if g ∈ G also belongs to H, then g acts on [S] ∈ X by h|G:H|. Now
h|G:H| [S] = [S] iff h [S] = [S] since |G : H| is relatively prime to |H|. In
particular, there exists j which is inverse to |G : H| mod |H| .

Also, for any k ∈ H, there exists h ∈ H such that h|G:H| = k. So if I want
for example k [S] then there is h such that h|G:H| [S]. So this is a free, transitive
action.

Exercise 7.3.1. Let X be a G-set such that any subgroup H < G is a transitive
H-set. Show that G = GxH where Gx is the stabilizer of any x ∈ X.
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Solution. Frattini

Corollary 7.1. If X is an H-torsor, then 1 = Hx = H ∩ Gx since H acts
freely. Hence Gx is a complement to H.

So we find that all the stabilizers which intersect trivially with H are com-
plements. Now suppose K is a complement to H which is normal and abelian.
Then K gives us a class [K] which is the transversal. And of course elements
of K act trivially on it, that is for every k ∈ K, kK = K. So the equivalence
class stays put.

7.3.3 Alternative description

We offer a slightly less constructive discussion of transfer. So we have seen
that we have two left actions and one right action on the set ΓH\G ' TH\G.
Moreover, this is clearly an H torsor. These actions have no relation a priori.
However they will turn out to be related, since we have the inclusion, H ↪→ H
where H denotes the collection of constant gauges. In fact, when we restrict
this left regular action of the normalizer to H, we actually get the action of the
subgroup of constant gauges. Also notice that NG (H) acts on Map (H\G,H).
This is an action by conjugation on the value space.

Proposition 7.4. The action of NG (H) normalizes the action of H.

Proof. We want to show that for every χ ∈ H, there is some χ′ such that nχ
acts as χ′. Take any transversal T , multiply it by any χ ∈ H, then act by
multiplying by n ∈ NG (H). This is the same as

(
nχn−1

)
nT which gives

nχT = nχnT

and nχ ∈ H. So we have explicitly found such a χ′.

Remark 7.2. Suppose two groups A and B act on a set X. That is, we have

λ : A→ AutSet (X) µ : B → AutSet (X)

Then saying the action of A normalizes the action of B just means λ (A) nor-
malizes µ (B). Recall a ∈ A normalizes B iff [a,B] ⊆ B

Now assume H is abelian. Then we have a canonical extension

H H H1

∏
C∈H\G χ (C) χ

∫
H\G

Now as a consequence of the previous proposition we have the following:

Corollary 7.2. H1 is G-invariant subgroup under the action of NG (H).
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Now take X to be the set of orbits of the group of gauges with charge 1:
X :=

(
TH\G

)
H1

. Therefore the action of the normalizer NG (H) induces an

action on X. Now due to the above exercise, X is an H ' H/H1-torsor. What
we find here now, is that H ⊂ NG (H) ' H ⊆ H. The diagram here is:

NG (H)

H H H

H ' H/H1

·|G:H|

7.3.4 Schur-Zassenhaus theorem

We now assume (|G : H| , |H|) = 1 as in the statement of the Schur-Zassenhaus
theorem. Note that this means H ' H. In fact, if we now consider the more
general setting:

G′ G ΣX
α λ

Suppose that α is an epimorphism. Then G acts transitively iff G′ acts transi-
tively. Now suppose α is a monomorphism. Then if G acts freely, this implies
G′ acts freely. Therefore if α is an isomorphism, then X is G-torsor iff X is a
G′-torsor. Now in the case at hand, G and G′ are the same, but α is indeed
a nontrivial epimorphism. This ultimately means there is a complement to H
in NG (H). These are all conjugate because when G = NG (H), so when H is
normal, then indeed each complement gives us a transversal, and therefore ev-
ery complement will fix an actual transversal corresponding to the group. So in
particular, the orbit containing that complement is fixed by that complement.
So every complement appears as the stabilizer of some orbit, and because all
orbits form a torsor, we are done. This is a beautiful tautological argument.

7.4 Extensions and complements

If H / G has a complement K in G we write H /K G.

Lemma 7.1. Suppose A < G is an abelian normal subgroup of some group G
with complement K. That is, A /K G is abelian. Then any maximal subgroup
M < G containing K does not contain A.

Proof. Let M be any maximal subgroup of G containing K. Since G = AK <
AM , we know M � AM = G so A 6⊆M as desired.

Lemma 7.2. Let A < G be an abelian normal subgroup of some group G with
complement K. That is, A /K G is abelian. Suppose there is some maximal
subgroup M containing K which also does not contain A. Then AM = G.
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Proof. Let M be a maximal subgroup of A containing K which does not contain
A. Then since A is normal, AM < G. We also have M � AM , and since M is
maximal, AM = G.

Lemma 7.3. If we have an abelian subgroup A / G, and K < G such that
G = AK, then A ∩K / G.

Proof. Let g ∈ G. Then there exists some a ∈ A and k ∈ K such that g = ak.
Now we know a centralizes A∩K since this is a subset of abelian A. Therefore
a ∈ NG (A ∩K). In addition, k normalizes A since it is abelian, and of course
also normalizes K, so

k (A ∩K) ⊆ kA ∩ kK = A ∩K

and therefore g (A ∩K) = A ∩K so we are done.

Corollary 7.3. Let A / G be a minimal abelian subgroup, and K � G be such
that AK = G. Then A ∩K = 1.

Proof. Suppose abelian A /G is minimal, and K � G satisfies G = AK. These
imply that A 6⊆ K, so A ∩ K � A is normal in G. But since A was minimal,
A ∩K = 1.

Corollary 7.4. For any minimal abelian normal subgroup A/G, and any max-
imal subgroup M <max G, either A < M , or A ∩M = 1.

7.5 Frattini subgroup

Definition 7.1. For a group G we define the Frattini subgroup of G to be:

ϕ (G) :=
⋂

M<maxG

M

We will eventually see that ϕ (G) is always a characteristic subgroup. Now
using the preceding lemmata and corollaries we have:

Proposition 7.5. Let A be a minimal abelian normal subgroup of G. Then
TFAE:

1. A is complemented.

2. A is complemented by a maximal subgroup.

3. We have A 6⊆ ϕ (G).

4. A ∩ ϕ (G) = 1

Additionally, under any of these conditions, the complement to A must be max-
imal, and all maximal subgroups M such that A 6⊆M are isomorphic.



CHAPTER 7. TRANSFER AND FUSION 98

7.5.1 Main result regarding the Frattini subgroup

The main theorem is the following:

Theorem 7.1. If A / G is abelian and A ∩ ϕ (G) = 1, then

1. A = A1 · · ·An is a product of mutually disjoint minimal abelian normal
subgroups.

2. There exist maximal subgroups M1, · · · ,Mn such that Ai /Mi
G.

3. A /M1∩...∩Mn
G

Before proving this, we make some preliminary considerations.

Warning 7.2. This theorem is not to say that if a normal abelian subgroup
has nontrivial intersection with ϕ (G) that is cannot have a complement.

Example 7.4. If a normal abelian subgroup is a Hall π-subgroup, then by
Schur-Zassenhaus there is a complement even though we don’t necessarily have
this trivial intersection with the Frattini subgroup.

Consider any H � G. Then take H to be the intersection of all subgroups
which are maximal with respect to containing H. Note this is always a non-
empty collection. We call this the maximal closure of H. This is however not
necessarily equal to H itself. So we have H < M < G.

Example 7.5. The maximal closure of the trivial group is the Frattini group
ϕ (G).

Example 7.6. A cyclic p-group has a single maximal subgroup. In particular if
we have a group of order pn, then the maximal subgroup consists of the elements
of order p. So this is a subgroup of order pn−1. As such, the Frattini group
ϕ (G) is nontrivial in this case.

Let X,Y, Z ⊂ G be three subsets of G. Then under certain conditions, we
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have the following inclusions:

(XY ) ∩ Z

(XY ) ∩ Z2

X (Z ∩ Y ) (X ∩ Z)Y

X
(
Z−1Z ∩ Y

) (
X ∩ ZZ−1

)
Y

X
(
X−1Z ∩ Y

) (
X ∩ ZY −1

)
Y

(XY ) ∩ Z

Z2⊆Z =⇒

X⊆Z =⇒
Y⊆Z =⇒

Z<G =⇒ Z<G =⇒

X⊆Z =⇒ Y⊆Z =⇒

Upon further consideration, in order for the left chain to hold we really just
need X ⊆ Z < G. Similarly, in order for the right chain to hold we need only
Y ⊆ Z < G. We now offer some corollaries to the preceding considerations:

Corollary 7.5. If X ⊆ Z < G then

(XY ) ∩ Z = X (Z ∩ Y )

If Y ⊆ Z < G, then
(XY ) ∩ Z = (X ∩ Z)Y

Note these both equal (X ∩ Z) (Y ∩ Z) so intersection with subgroup distributes
over multiplication of subsets under the assumption that Z dominates at least
one factor.

Corollary 7.6. If we have Z < G and X ⊆ Z ⊆ XY , then this implies:

Z = X (Z ∩ Y )

Similarly, if we have: Y ⊆ Z ⊆ XY and Z < G then this implies:

Z = (X ∩ Z)Y

Corollary 7.7. Suppose XY = G, and X ∩ Y = 1. If we also have a subgroup
Z < G such that X ⊆ Z, then we get that Z = X (Z ∩ Y ), and of course
X ∩ Z ∩ Y = 1.

Then this gives us relative complements.

Corollary 7.8. If H /K G, and L is such that H < L < G, then H ∩ L / L
which has L ∩K as a complement in L.
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Lemma 7.4 (n-complements). Suppose we have normal subgroups {Hi}ni=1 with
corresponding complements {Ki}ni=1. Assume that Hi+1 < K1 ∩ · · · ∩ Ki for
1 ≤ i < n. Then

H1 · · ·Hn /K1∩...∩Kn G

Exercise 7.5.1. Prove the 2-complements lemma. That is, prove the base case
n = 2 for the proof of the n-complements lemma.

Exercise 7.5.2. Derive the n-complements lemma from the 2-complements
lemma by induction.

Lemma 7.5. If two normal subgroups H1, H2 avoid each other, then they
commute.

Proof. Consider the set [H1, H2]. This is contained in H1 iff H1 is normalized by
H2, which is certainly the case if they are both normal. Therefore, [H1, H2] <
H1 ∩H2.

Finally we can prove the following theorem:

Theorem 7.2. Let A/G be abelian such that A∩ϕ (G) = 1. Then there exists
K < G such that A/KG. More specifically, A is necessarily a product A1 · · ·An
where each factor is a minimal abelian normal subgroup, complemented by some
maximal subgroup Mi < G, and Ai+1 ⊂M1∩· · ·∩Mi. And finally, M1∩· · ·∩Mn

is a complement of A.

Proof. Let A1 be any minimal abelian normal subgroup of G, contained in A.
Such A1 exists, because if not, then A itself must be minimal. Let M1 be a
maximal subgroup that avoids A. Now consider A ∩ M1. We know this is
abelian and normal because AM1 ⊇ A1M1 = G, which means AM1 = G, so
A ∩M1 / G, which is abelian as well since it is also a normal subgroup of A.
Also notice that A ∩M1 is a (normal) complement to A1 in A.

Now we have two possibilities. If A ∩M1 is trivial, then we are done. If
not, let A2 be a minimal normal subgroup of A ∩M1. Otherwise, we essen-
tially construct an algorithm. The input for the ith iteration is as follows: a
sequence of subgroups A1, · · · , Ai < A and a sequence of maximal subgroups
M1, · · · ,Mi < A complementing the Ai, such that M1∩· · ·∩Mi is a complement
of A1 · · ·Ai. If A ∩M1 ∩ · · · ∩Mn is nontrivial then take Ai+1 to be a minimal
abelian normal subgroup of this nontrivial intersection and proceed to the next
iteration. If A ∩M1 ∩ · · · ∩Mn is trivial, then we just need to show A is equal
to the appropriate product. We know:

A ⊂ A1 · · ·An (M1 ∩ · · · ∩Mn)

Now if a group is a subgroup of a product of two groups, and it avoids one, then
it is contained in the other, so we are done.
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7.6 Exercises

Definition 7.2. An element x ∈ G is said to be a non-generator iff for any
subset Y ⊂ G, we have that 〈{x} ∪ Y 〉 = G implies 〈Y 〉 = G.

Prove the following statements:

Exercise 7.6.1. Every element of ϕ (G) is a non-generator.

Exercise 7.6.2. If x is a non-generator, then x ∈ ϕ (G).

Exercise 7.6.3. Suppose X ⊆ ϕ (G) is any subset. Show that for any subset
Y ⊆ G, we have that if 〈X ∪ Y 〉 = G, then this implies 〈Y 〉 = G.

7.7 Nilpotency

Corollary 7.9. For any subgroup K < G, Kϕ (G) = G iff K = G.

Lemma 7.6. ϕ (G) is characteristic.

Proof. Indeed, if α ∈ Aut (G), M <max G implies α (M) <max G.

Proposition 7.6. ϕ (G) is nilpotent.

Proof. Let S <Sylp ϕ (G). Then since ϕ (G) is characteristic, it is normal,
so by theorem 6.3, G = ϕ (G)NG (S). Now from the corollary, this means
NG (P ) = G, so S / G, and therefore S / ϕ (G).

Remark 7.3. We have actually shown that such a Sylow subgroup is normal in
the entire group. This leads us to the following:

Lemma 7.7. Sylow subgroups of normal nilpotent subgroups of G are normal
in G.

Proof. Due to their uniqueness, a Sylow subgroup S < N/G of nilpotent normal
subgroup N , is characteristic in N . In particular, it is normalized by G, since
G = NG (S).

We now have the following lemma:

Lemma 7.8. If M /max G, then G/M is cyclic of prime order.

Proof. For any subgroup H < G/M , we have the following pullback:

G/M G M

H π−1H M

π

In particular:

π−1H M ⇐⇒ H 6= 1 G/M  π−1H ⇐⇒ H 6= G
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In other words, if we take the quotient by any normal subgroup, and this quo-
tient has at least one nontrivial subgroup, this normal subgroup is not maxi-
mal. This is because any proper subgroup of the quotient, has a preimage which
would contain it. This shows that if M is a normal maximal subgroup, then
the quotient by it must be a group which doesnt have any nontrivial subgroups.
But in every group, we can take any element, and generate a cyclic group with
this element. So if we take a nontrivial element, this is a group which satisfies
this. So for M to be maximal, G/M must be generated by that element, so the
group is cyclic. But the only cyclic group for which every nontriviel element is
a generator, is a cyclic group of prime order.

Recall we have already seen the following lemma in our proof of the fact that
any Sylow subgroup of a nilpotent group is normal.

Lemma 7.9. In a nilpotent group N , any proper subgroup H � N is properly
contained in its normalizer.

We now consider the intersection⋂
M/maxG

M

assuming there is at least one such M . Then we have the following extension:∏
M/maxG

G/M G
⋂
M/maxG

M

So in light of the above lemma, we have that the product:∏
H/maxG

G/M

is an elementary abelian group, i.e. a product of cyclic groups of prime order.
So every group with at least one maximal normal subgroup, is an extension of
an elementary abelian group E, by the intersection of all such maximal normal
subgroups.

We now have the following theorem:

Theorem 7.3. A group is nilpotent iff every maximal subgroup is normal.

Proof. If G is nilpotent, by the preceding lemma, we have that every proper
subgroup is contained in its normalizer, which means for any maximal subgroup
M <max G, we have M � NG (M) = G, so M is normal.

Under the hypothesis that all maximal subgroups are normal, since G is an
extension of G/ϕ (G) by ϕ (G), we have that G is an extension of an elementary
abelian group E by its Frattini subgroup. Note that this elementary abelian
group is certainly nilpotent.

E G ϕ (G)
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Now by the exercise immediately after this proof, we have that for any Sylow
subgroup S <Syl G, S ∩ ϕ (G) is a Sylow subgroup of ϕ (G). Since ϕ (G)
is nilpotent, we know that all of its Sylow subgroup are normal. Therefore
S ∩ ϕ (G) is normal in ϕ (G). But a Sylow subgroup is normal iff it is unique,
so S is normal in G, and G is nilpotent.

Exercise 7.7.1. Suppose an extension

G′′ G G′

of finite groups is given. Show that for any Sylow subgroup S <Syl G, we have
S ∩G′ <Syl G

′.

We will eventually show:

Theorem 7.4. A group G is nilpotent iff the quotient of a group by its Frattini
subgroup G/ϕ (G) is nilpotent.

Remark 7.4. This is nontrivial, because the category of nilpotent groups is not
closed under extensions. It is however closed under quotients, so this gives us
one direction.

Example 7.7. To see this, the simplest counterexample is:

C2 S3 C3

S3 is not nilpotent, yet it is an extension of nilpotent group by a nilpotent group.

7.8 Central extensions

Definition 7.3. An extension of groups G′′ G G′ is said to be central
iff G′ < Z (G).

Recall we have a notion of the category of extensions of a group G. So the
objects are extensions:

G H H

and morphisms are homomorphisms between the three groups which preserve
G and make the corresponding diagram commutative. These boil down to the
homomorphisms between the extended groups which preserve the kernels:

G H K

G H ′ K ′

If it exists, the universal central extension is the extension such that every other
extension is a pushout from it. That is, this is universal in the sense that it is an
initial object. Suppose that we have any homomorphism f : K → K ′. Then we
form a pushout. Since the pushout of a monomorphism is a monomorphism, this
gives us some H ′, and then the quotient of H ′ by K ′ is canonically equivalent
to G.
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Definition 7.4. A group is perfect iff it is equal to its own commutator sub-
group.

Theorem 7.5. A group G is perfect iff there exists a universal central extension
of G. In particular, the kernel of this universal central extension is canonically
isomorphic to H2 (G;Z).

We will write this universal central extension as:

G G̃ H2 (G;Z)

Let us denote G̃ by (G,G).

Warning 7.3. Don’t confuse this this with the commutator.

In particular this construction first takes the free group F (G×G), and then
we mod out by some relations. In particular, we want the identities which hold
between commutators, which hold in every group. But these are precisely the
relations which hold in the commutator group of the free group.

G F {X}

[G,G] [F, F ]

F (F {X} × F {X}) /R

'

for some relations R such that this is an isomorphism.
Now the commutator can be considered as an operation G,G → G. Since

this is a map, it certainly induces a map F (G×G) → G which is actually a
homomorphism of groups. The image of this in G is the commutator subgroup.

G,G [G,G]

G×G F {G×G}

[·,·]

So we get an extension of [G,G] with a huge kernel. Then if we divide by the
universal relations which form a normal subgroup, then this is actually a central
subgroup. Then we have the following theorem:

Theorem 7.6. This kernel of the relations between commutators in G divided
by relations which are universal, is canonically isomorphic to H2G.

This gives us the four term exact sequence:

1 H1G G (G,G) H2G 1
[·,·]
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Note we have written HiG for Hi (G,Z) to be the homology group with trivial
coefficients.

But why do we care about central extensions? If we have any central exten-
sion of a group G, we can take any g ∈ G and any g̃ which maps to it:

G H C

g g̃

Then we consider the action of conjugation under this element g̃. Now any two
such lifts to g̃ are not the same, but they only differ by an element of the center.
As such, this conjugate action is independent of the choice of g̃, and depends
only on g. So this provides us with a homomorphism from G→ Aut (H).

7.8.1 Algebraic approach

We can see this same story in the language of algebras. In particular, what we
have seen already is homology of an algebra. In our four term exact sequence,
we secretly have that H1G = TorZG1 (Z,Z). Note for the augmentation ideal IG,

we have TorZG1 (Z,Z) ∼= IG/ (IG)
2

where

Z ZG IG∫
Now for non-unital algebras, there is a concept of annihilator extensions.

This means some extension Ã of A:

A Ã J

such that JÃ = 0 = ÃJ . Note this is impossible in the unital case. So fix
A, and consider the category of annihilator extensions. Then this category has
initial object iff A = A2.

Exercise 7.8.1. Show that (IZG)
2

= IZG iff G = [G,G]

So it is clear, that for general algebras, if Ã is the unitalization, we have:

H1G H2G

A/A2 A A⊗Ã A HB2 (A) 0

HB1 (A)

'

mult

'

where HBi (A) denotes the ith Bar homology.

Warning 7.4. In general, multiplication is not a homomorphism of algebras
unless they are commutative.
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Theorem 7.7. If A = IZG for any G, you get the canonical isomorphism in
the above diagram.

Now if we take G = GL (R) for some unital ring R. Then [G,G] = E (R) is
the group of elementary matrices. The fact that E (R) is perfect is trivial. Then
for G, we take universal central extension, and there is a model for this given
by the Steinberg group St (G). Now the kernel is second homology of E (R),
this is comparable to the special linear group. This is the second K-functor in
the sense of Milnor. Then we can follow this sequence to GL (R), and take the
universal determinant homomorphism to get Whitehead’s definition of the first
K-functor.

GL (R)
op

GL (R) E (R) St (R) H2 (E (R))

K1 (R) K2 (R)

det

Note that Grothendieck gave a definition of the 0th K-functor as the group of
stable isomorphism classes of finitely generated projective modules.

7.9 Fitting subgroup

Definition 7.5. Let G be a finite group and p be a prime. Then we define:

Op (G) :=
⋂

S<Sylp
G

S

We will sometimes write:

Oπ (G) :=
∏
p∈π

Op (G)

for any subset π ⊂ π (G).

Definition 7.6. The Fitting subgroup of a group G is the group F (G) :=
Oπ(G) (G). This is also written as Fit (G).

Proposition 7.7. Op (G) is characteristic.

Proposition 7.8. Op (G) is the largest normal p-subgroup of G.

Proof. If P /G is some p-subgroup, then by the first and second Sylow theorems,
P < S for all Sylow p-subgroup S. Therefore P < Op (G).

We now show some more involved results. Consider the extension:

G/ϕ (G) G ϕ (G)π
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Suppose P / G/ϕ (G) is a normal p-subgroup. Let G̃ = π−1 (P ). Then we take
a pullback, and get the following diagram:

G/ϕ (G) G ϕ (G)

P G̃ ϕ (G)

π

We already know that for any normal subgroup of the quotient of an extension,
the pre-image under the quotient map is also normal. We also know that a
Sylow subgroup of G̃ will map to a Sylow subgroup of P . That is if S is a Sylow
p-subgroup of G̃, then π restricted to S is still surjective, and in addition, for
all g ∈ G, P = π∗ ( gS). However, we have that in general:

⋂
π∗ ( gS) ) π∗

⋂
g∈G

gS


without equality.

Exercise 7.9.1. Show that a Sylow subgroup S of G̃ is normal in G̃.

Solution. Use the characterization of the Frattini subgroup which asserts that
it is the maximal subgroup consisting of non-generators.

Exercise 7.9.1 shows us that if we look at any normal subgroup of this quo-
tient, then its pre-image has a unique Sylow subgroup. In other words, P is the
image of this unique group, and then we actually have the equality:

⋂
π∗ ( gS) = π∗

⋂
g∈G

gS


Now if we take any normal subgroup of G and its direct image, it would end

up in a normal subgroup in the quotient. If you take any normal p-subgroup of
G, its image is a normal p-subgroup. In every group, we have a maximal normal
p-subgroup, which is exactly this intersection Op (G).

Exercise 7.9.2. Show that: π∗ (Op (G)) = Op (G/ϕ (G))

Exercise 7.9.3. Let π ⊆ π (G) be a nonempty subset. Show (by induction on
the cardinality of π) that

×
p∈π(G)

Op (G) ' Oπ (G)

Clearly this implies:

|Oπ (G)| =
∏
p∈π
|Op (G)|
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Solution. We know that this map is always surjective, so we really just have
to show this is injective. Proceed by induction on the cardinality of π ⊂ π (G).
The base case is showing for any two p, p′ ∈ π (G), we have

Op (G)Op′ (G) = Op (G)×Op (G)

These groups are normal, and we know every product of normal subgroups
normalizes the original groups. That is if H,K / G are normal groups that
avoid each other, then H ⊂ CG (K) and K ⊂ CG (H). In particular, every Op
and Op′ centralize one another.

Now suppose we already have the result for some π ⊂ π (G). So we have
that this group has order as we said, and is isomorphic to the Cartesian product.
Then suppose p ∈ π (G)\π. If there is no such p we are done. Now prove this for
π′ = π∪{p}. Normality is trivial. Intersection property follows from arithmetic
of the orders. The order of Op is a power of p, and the order of Oπ is a number
not divisible by p, so they must have trivial intersection.

Proposition 7.9. Every nilpotent normal subgroup is contained in F (G).

Proof. By exercise 7.9.3, the Fitting group is normal and nilpotent in G. This
observation combined with exercise 7.9.1 shows us that every nilpotent normal
subgroup of G is contained in the Fitting group.

We now know that we have the following extension:

F (G/ϕ (G)) F (G) ϕ (G)

So this is really the same as what we were doing before with the normal p-
subgroup P /G, and then getting the inverse image G̃, only instead of some nor-
mal p-subgroup, we are taking the largest nilpotent normal subgroup: F (G/ϕ (G)).

Exercise 7.9.4. Show that F (G) is the preimage of F (G/ϕ (G)) under the
quotient map π. I.e. show that we have the following diagram:

G/ϕ (G) G ϕ (G)

F (G/ϕ (G)) F (G) ϕ (G)

π

[Hint: This is essentially a corollary of previous results, so it is important that
you specify exactly what statements imply this one.]

Theorem 7.8. The set π (G/ϕ (G)) = π (G). I.e. if p ∈ π (G), then p divides
|G : ϕ (G)|.

Remark 7.5. So the Frattini subgroup is indeed somehow “inessential.”
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Proof. We know Op (G/ϕ (G)) is trivial iff Op (G) ⊆ ϕ (G). Now let S <Sylp G.
Suppose S < ϕ (G). In particular, quotient by Frattini would not have p dividing
the order. In that case, G = NG (S)ϕ (G) so G = NG (S) which implies S is
normal in G. Since S is normal Sylow, we have the following extension:

G/S G S

and (|G/S| , |S|) = 1, so by Schur-Zassenhaus, there is a complement K to S.
Therefore G = KS, and since |K| < |G| since S is nontrivial, meaning K 6= G,
so KS ⊆ Kϕ (G), so G = Kϕ (G), so G = K.

7.10 Morphisms in the category G-set

Recall the category G-set. We have f ∈ HomG-set (X,X ′) iff f is G-equivariant,
which means

f (gx) = gf (x)

for all x ∈ X and g ∈ G.

Lemma 7.10. Any morphism f induces maps on the spaces of fixed points and
on the spaces of orbits.

The diagram here is:

X ′G XG

X ′ X

X ′G XG

fG

f

fG

Lemma 7.11. For every O ∈ XG we have some fGO ∈ X ′G. This induces a
map fO : O → fGO as in the following diagram:

fGO O

X ′ X

fO

f

Remark 7.6. Consider the space of all maps X → X ′, Map (X,X ′). This is
canonically equipped with a G-set structure. For any function f , gf is the
unique function X → X ′ such that

(gf) (gx) := gf (x)

or equivalently
gf (x) = gf

(
g−1x

)
If we look at the set of fixed points, by our simple calculation we have:

Map (X,X ′) = HomSet (X,X ′) ⊃ Map (X,X ′)
G

= HomG-set (X,X ′)
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Lemma 7.12. For all O ∈ XG, fO is a G-equivariant epimorphism. More
precisely, if one picks x ∈ O, then the fiber of fO over f (x) is identified with
the space: StabG x\ StabG f (x)

Lemma 7.13. If we have:

X ′ X

f (x) x

f

then:
StabG f (x) > StabG x

Lemma 7.14. fO is an isomorphism of O with fGO iff for every x ∈ O,

StabG f (x) = StabG x

Equivalently, there exists x ∈ O such that this equality holds.7.2

Definition 7.7. We call a point x ∈ X a point of equi-stability

StabG f (x) = StabG x

This is also called a point of G-equi-stability or an equi-stabilizer point. We
denote the set of such points by Xeqs

f ⊂ X.

Lemma 7.15. The set Xeqs
f is invariant under the action of G.

Definition 7.8. Let f eqs be the restriction of f to Xeqs
f .

The diagram here is:

Xeqs

X ′

X

feqs

f

We also write:
Xeqs
G := {O ∈ XG | fO isomorphism }

which is called the set of equi-stabilizer orbits. Of course notice:

Xeqs Xeqs
G

X XG

7.2 This is a consequence of the homogeneous nature of each single orbit.
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7.11 Epimorphisms in G-set

In a general category, a morphism η is an epimorphism iff given any α, β post-
composable with η, we have that α ◦ η = β ◦ η implies α = β.

• • •η α

β

An epimorphism η is then said to be a split epimorphism when it admits a
splitting. That is, it admits a right7.3 inverse: η ◦ s is the identity on the target
of η.

Now consider the forgetful functor F : G-set→ Set.

Exercise 7.11.1. Show that F preserves epimorphisms and is a reflector.

Recall that every epimorphism in Set splits, however this is not the case in
G-set. Let f be any epimorphism in Set, and write Γf for the set of all set
theoretic sections of f :

Γf := {s : X → X ′ | f ◦ s = idX′} ⊂ Map (X ′, X)

Note that this is aG-invariant subset. The fixed points are preciselyG-equivariant
sections.

Lemma 7.16. f is a split epimorphism in G-set iff ΓGf is nonempty.

Lemma 7.17. f is a split epimorphism iff feqs : Xeqs → X ′ is an epimorphism

Lemma 7.18. feqs is an epimorphism iff feqs is a split epimorphism.

Proof. The necessity is clear so we only prove sufficiency. In the following
diagram we have that f eqs is an epimorphism iff the composition mapping
Xeqs → X ′G is surjective, which means all 4 of these morphisms are onto.

X ′ Xeqs

X ′G Xeqs
G

feqs

σ

feqs
G

Now let σ be any splitting of the induced map between orbits f eqs
G . We now use

this σ to define a splitting of sσ of f eqs. For every orbit O′ ∈ X ′G, O′ = fGσ (O′).
Then we have fσ(O′) is an isomorphism to some O, so we can take an inverse
which maps O → σ (O′). Then we can embed this into X, so we really have
a map O → X. So we have a family of morphisms of G-sets with a common
target X. Now we define sσ to be the universal map from the coproduct:

sσ :
∐
O′∈X′G

O′ ∼= X ′ → Xeqs

So we get a canonical bijection from Γfeqs
G

to ΓGf .
7.3 If this was a left inverse this is sometimes called a retraction.
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7.12 Application to quotient groups

Consider a subgroup H < G, and the right G-equivariant map π : G → H\G
regarded as an epimorphism in Set-G. Note that as a right G-set, this is free, i.e.
StabG x = 1. Now consider the subset Geqs

π ⊆ G and map πeqs : Geqs → H\G.
The fiber over anyHg is nonempty iff StabGHg = 1. But we know this stabilizer
is exactly Hg. So unless H is trivial, there is no way that there is any equivariant
splitting.

Now consider another subgroup K < G. Then π is still an epimorphism in
Set-K, since this is of course right K-equivariant. Then StabK Hg = Kg ∩K
is the fiber over any coset, which must be the identity for every g ∈ G.

Lemma 7.19. G → H\G is a split epimorphism in the category Set-K iff K
avoids all conjugates of H.

Recall the set of set theoretic splittings:

ΓH\G =
{
s : H\G→ G |π ◦ s = idH\G

}
We know well that for any group which acts on π on the right, making it
equivariant, we have that fixed points of the action on ΓH\G are equivariant
maps. So ΓKH\G are precisely the K-equivariant sections. Furthermore, this
is nonempty precisely when K avoids conjugates of H. Recall that ΓH\G is a
left H torsor, where H is the gauge group H = Map (H\G,H) equipped with
point-wise multiplication. Recall this means if you divide two K-equivariant
sections, then we get that the difference is a unique element of H. So ΓKH\G
should somehow be a HK-torsor. But K doesn’t operate directly on H, so we
consider the following setup:

G

HG H\G

(HH)K H\G/K

π

ρ ρ

Then this ρ induces an injection:

Map (H\G,H) Map (H\G/K,H)
ρ∗

That is, ρ∗ provides an isomorphism between Map (H\G/K,H) and this HK .
So equivariant sections form a torsor over functions on the set of double cosets.

Now let X be any set. If H is abelian, consider the group of all functions
Map (X,H). Then we can take a sort of integral:

HX,0 Map (X,H) = HX H

∫
X
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so we have that HK0 is a normal subgroup of HK , such that HK/HK0 = H.
Then NG (H) normalizes K-invariant ones. Similarly, it normalizes the kernel
since we can calculate:∫

H\G/K

gχ = g

(∫
H\G/K

χ

)
= ge = e

Now take:
X :=

(
ΓKH\G

)
HK0

This is a rather complicated set, but we do know that this is a HK/HK0 -torsor,
Note X is a left NG (H)-set. So we really have two actions. One comes from
an action by functions which are constant on double cosets. The action of
g ∈ NG (H) may be tricky, because we act on the value space, but this might not
bring me to another fiber. But if we only consider the action of H, this clearly
does keep us on the fiber. Therefore H ↪→ HK as constant functions. Now
because every function in HK acts on X via its integral, we need to calculate
this. Since these functions are constant, this integral is just:

|H\G/K| : H → H

We have the following diagram:

H H

SymX

|H\G/K|

τ torsor action

where multiplication by |H\G/K| is isomorphism iff τ is a torsor action. And
in this case, NG (H) would act on X, such that on a normal subgroup, H is a
torsor, which implies

NG (H) = H StabNG(H) x

for any x ∈ X because StabH x = 1. So H has a complement in its own
normalizer. We have come upon the following theorem:

Theorem 7.9. Let H < G be an abelian subgroup, and K < G any other
subgroup which avoids H and its conjugates. Then if (|H\G/K| , |H|) = 1, then
there exists a complement of H in NG (H).

Now how many elements are there over |H\G/K|? Take Hg for any g, and
look at the orbits under K. Consider this HgK ⊂ H\G as a single orbit. Then
we are calculating the number of elements in a single orbit under the action
of a single group. So we know we can just calculate this as the index of the
stabilizer in the group. But the stabilizer of this action is precisely Hg ∩K. In
other words, this map is |K : Hg ∩K|. This tells us that:∫

HgK

|K : Hg ∩K| = |G : H|
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So we have established that the map from G\H → H\G/K has fibers of cardi-
nality equal to |K : Hg ∩K|. which is equal to |K| under the hypothesis which
is already there.

Hence, |G : H| is equal to the product of the cardinality of a fiber with the
cardinality of the target. So this is saying that this is set-theoretically a product
map. That is, we have |H\G| = |K| |H\G/K|. So now we need the additional
hypothesis: (

|G|
|H| |K|

, |H|
)

= 1

The avoidance only allows us to say that we get a torsor over H with normal-
izer acting on it, and containing a copy of H, which acts by the multiplicity
|H\G/K|. And if this is relatively prime to the order of the group on which it
acts, then it is an automorphism. Therefore, the normalizer contains a subgroup
which is a torsor over H. In other words we have the following theorem:

Theorem 7.10. Suppose H < G is abelian, and K < G is any subgroup such
that for every g ∈ G, gH ∩K = 1. If:(

|G|
|H| |H|

, |H|
)

= 1

then there exists a complement L to H in NG (H).

In particular, if H / G, the above theorem reads: If H ∩K = 1 and(
|G|
|H| |H|

, |H|
)

= 1

then there exists a complement L to H in NG (H).
If L,L′ are two such complements and K := L ∩ L′, then since G/HK =

HL/HK ' L/L ∩K = L/K, we have

|L : L ∩ L′| = |G|
(|H| |K|)

Corollary 7.10. If (|L : L ∩ L′| , |H|) = 1, then L and L′ are conjugate by an
element of H.

Proof. Consider ΓH\G as a left H torsor. Then look at H0 ⊂ H which is the
kernel of the integration map H� H. Now H0 is normalized by NG (H), and in
particular, H acts on H0 in the same way as the subgroup H ⊆ H consisting of
constant functions. Because H0 is normalized by the action of NG (H), the orbit
quotient map passing to the orbit of the action on H0 is NG (H) equivariant,
so the action of NG (H) on ΓH\G passes to an action on

(
ΓH\G

)
H0

. So this
is obtained by multiplying by certain gauge with total integral equal to zero.
So now this is an NG (H) set. But how does H act on it? Well we know(
ΓH\G

)
H0

. is an H/H0 torsor. Now the integral gives us the identification
between this quotient and H, therefore this is actually an H torsor.
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Now in order to get that there is a complement to H in NG (H), we would
have to know that the action of the copy of H which is a subgroup is also a
torsor action. But now since H is constant functions, h acts on

(
ΓH\G

)
H0

by∫
H\G g = |G : H|h.

Now we have (|G : H| , |H|) = 1 iff H is a Hall subgroup of G. Recall
that Schurr-Zassenhaus deals precisely with the case of normal abelian Hall
subgroups.

Now given any complement L we get a splitting sL. For such a splitting, ac-
tion by an element of L won’t change sL. This means L < StabG (orbit of sL), in
fact this is equality. and for L′ any other complement, L′ = StabG (orbit of sL′)
as well. So L and L′ are indeed conjugate because they are stabilizers associated
with a torsor action.

Now if you have partial complement, look for K invariant sections. This is
nonempty iff K avoids all the conjugates of H. This is not invariant under the
action of H, but it is a subgroup of the K-constant gauges HK . But these are in
one to one correpsondence with functions from the double coset. That is, ΓH\G
is HK torsor which is canonically isomorphic to Map (H\G/K,H). So we have
found that when H is normal, and K avoids conjugates of H, we have:

|H\G/K| = |G : HK|

So here we took (
ΓKH\G

)
HK0

Then the rest of the argument is the same. So the constant functions h ∈ H < G
acts on elements here as χ |G : HK| where χ ∈ HK/HK0 is the equivalence class
associated to H. And therefore under this relatively prime assumption, we
have that this is actually an H-torsor with respect to H as a subgroup of G,
and therefore G acting on this space, is the product of any stabilizer of any
orbit times K, and then because H acts with torsor action, the intersection
of stabilizers with H, is the stabilizer under the action of H, which is trivial.
Therefore G is represented as two groups.

So the original proof was providing existence of such stabilizers which are
complements, without referring to their relationship to K. But since K is a
partial complement it can be extended.

Corollary 7.11. If L and L′ are two complements, such that K := L ∩ L′
satisfies the hypotheses that it avoids H, (which is automatically satisfied) and
that (|L : K| , |H|) = 1, then each L stabilizes the orbit of sL.
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7.13 Hall’s theorem

Recall that we can start from a certain subcategory of groups g0 and some
objects G′0 G

′′
0 . Then take extensions to get groups of the form G1 as in:

G′′0 G1 G′0

G′′1 G2 G′0

G′′n−1 Gn G′0

If we take g0 to be products of π and π′ groups,7.4 these are called π-separable.

Corollary 7.12 (Hall). Fix a subset of primes π ⊆ π (G). For every π-separable
(π-solvable) group G there exists a Hall π-subgroup in G. Secondly, any two Hall
π-subgroups are conjugate.

Proof. Proceed by induction on the order of the group. Represent the group G
as an extension with nontrivial kernel of a normal π-group. Then there are two
scenarios. First consider H ′′ to be a Hall π subgroup. Then we take a pullback
to get the following diagram:

G′′ G G′0

H ′′ π∗H ′′ G′0

π

Now by simple arithmetic, we see that π∗H ′′ is also a Hall π-subgroup.
Now suppose we have two Hall π-subgroups H and H ′. This means gH ′ ⊂

HG′0. Now there are two cases. If we are talking about π-groups, G′0 is a π-
group, H is a π-group, which means if you have any normal π-group, then it is
contained in every one. As such, gH ′ ⊂ H. But this must be equal to H since
they have the same cardinality.

7.14 Fusion

7.14.1 Factorization

Suppose we have two subgroups H,K < G. Recall the simple observation:

Proposition 7.10. If KH < G, then KH < G, and they are equal.

Proof. This follows from the fact that (KH)
−1

= H−1K−1.

7.4 Recall that we write π′ = π (G) \ π.
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Now suppose that in fact HK = G, and define J := K ∩ H. We refer to
these H, K as a J factorization. Then consider the single commutators:

[G,H]1 = {[g, h] | g ∈ G, h ∈ H}

Recall that this is not the same as the subgroup group [G,H] which is generated
by such single commutators. Also recall that we have seen that:

[G,H]1 = [HK,H]1 ⊆
H [K,H]1 [H,H]1

so if K is in fact a normal subgroup, then we have:

H [K,H]1 [H,H]1 =
[
HK,H

]
1
⊆ [K,H]1 [H,H]1 ⊆ K

and:

[G,H]1 ∩H ⊆ ([K,H]1 [H,H]1) ∩H ⊆ ([K,H] [H,H]) ∩H
= ([K,H] ∩H) [H,H]

Now if we also have that H/J is abelian, then this is the same as saying

[H,H] ⊂ J

So we can write:
([K,H] ∩H) [H,H] ⊂ J

In other words we have shown:

Proposition 7.11. Assuming K / G, J ⊇ [H,H] we obtain:

[G,H]1 ∩H ⊆ J

So now let H < G and J / H, then we look for K such that J < K and
K / G. If such a K does exist, then this above condition holds. The explicit
meaning of this is that for an element h ∈ H, if its conjugate gh in G belongs
to H, then gh = hmod J . That is,

J gh = Jh

We say these two elements are fused.

7.14.2 Wielandt’s transfer fusion theorem

Recall ΓH\G, and in particular that this is a left H torsor. This is of course
also a right G-set. Consider this also as a left H-set, where H acts as constant
functions. Really this is a (NG (H) , G)-biset, but we can just focus on H in this
case. So let s be a section, and suppose C ∈ H\G. Then

(sg) (Cg) = s (C) g
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which is equivalent to saying that

(sg) (C) := s
(
Cg−1

)
g

We also have a left action of H on ΓH\G, but this is not quite a (H, G) biset,
since χ (sg) 6= (χs) g. To see this, we first write:

(χs) g = (χg) (sg)

where χ is a function taking values in H. Then we have that:

(χg) (C) = χ
(
Cg−1

)
so the difference is that

χ (sg) = χ · sg

and
(χs) g = (χg) sg

so these differ by something of the form χ (χg)
−1

. This is important, because
this shows us that the integration is indeed necessary. That is, understanding:

(χg) (C) = χ
(
Cg−1

)
leads us to consider the following homomorphism with kernel denoted by H(J):

H(J) H H/J

∫ (J)

H\G

where we map: ∫ (J)

H\G
: χ 7→

∏
C∈H\G

χ (C) 7→
∏

χ (C) mod J

This H(J) is strictly speaking not an (H,G)-biset, but it is a G-invariant
normal subgroup of H. This means(

ΓH\G
)
H(J)

inherits a right action by G, and in fact, by construction, this is a left H/J
torsor, and a right G-set, and the two actions commute, so this is now an
actual biset. The reason is, because the non-commutativity of the two actions
is precisely by an element of H(J).

Next we want to find some formula for how the left H acts. But where
does H map to in H/J under the integral? It won’t necessarily be onto, but
we do know it will map to the subgroup |G : H|H/J . In particular under the
relatively prime hypothesis, this is onto. Now we have the following theorem:

Theorem 7.11 (Wielandt). Suppose (|G : H| , |H : J |) = 1. Then TFAE:
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1. We have the following diagram:

H/J H/J

H G

J K

This is precisely saying there is a normal K containing J , such that J =
H ∩K and G = KH.

2. [G,H]1 ∩H ⊆ J

3. The left and the right actions of H on
(
ΓH\G

)
H(J)

are the same.

Proof. Fix g ∈ G and take s ∈ ΓH\G. Consider the right action of G on(
ΓH\G

)
H(J) . We know g acts on H\G, so now let O ⊂ H\G be an orbit of the

cyclic group 〈g〉. This will be made up of the following:{
C,Cg, · · · , Cgn−1

}
where n = |O| divides |g|. Now notice∫ (J)

H\G
χ =

∑
O⊆H\G

∫
O
χ

These integrals are called orbital integrals. Then we are calculating the action
of g on s, and comparing this with s itself. We consider the following:

s (Cg) s
(
Cg2

)
· · · s (Cgn) = s (C)

Now do the same for sg. We can write:

sg (Cg) = s (C) g sg
(
Cg2

)
= s (Cg) g · · · sg (Cgn) = sg (C)

And finally for sg/s = χ ∈ H we calculate:∫
O
sg/s = s (C) gs (Cg)

−1
s (Cg) gs

(
Cg2

)−1
s
(
Cg2

)
gs
(
Cg3

)−1 · · ·

= s (C) g|O|s (Cgn)
−1

= s (C) g|O|s (C)
−1

= s(C)g|O|

Now if [s] is the orbit of s in this set of orbits, then [sg] = h [s] where

h =
∏

O∈H\G

∫
O
sg/s =

∏
O

sOg|O|
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What we have done is completely general, so now we consider the implica-
tions from the theorem. Assuming the second condition holds, we have that

sC
(
h|O|

)
∈ H

which implies that this is the same as h|O|mod J . That is, modulo J , the orbital
twisting has disappeared. And now we find, that the action of s doesn’t depend
on s, it is just multiplication by some element of H. That is, multiplication
by the value of the integral modulo J . In other words, because of this biset
condition, we have a homomorphism of groups from G → H/J . Then we have
the following diagram:

K G H/J

J H H/J

transfer

|G:H|

where the relatively prime condition implies the map H/J → H/J on the right
is an isomorphism. Then the homomorphism G → H/J is called the transfer
homomorphism. Denote the kernel by K. Then because H is a subgroup, and
maps onto H/J , with kernel K, it is clear that J = H∩K. We proved existence
of such K, which is simply kernel of corresponding integral.

Exercise 7.14.1. Show that every solvable group has a nilpotent subgroup
which normalizes itself, and all such subgroups are conjugate.7.5

Definition 7.9. The focal subgroup of H in G is defined as follows:

FocGH := 〈[G,H]1 ∩H〉 =
〈
xy−1 |x, y ∈ H,∃g ∈ G s.t. gxg−1 = y

〉
Exercise 7.14.2. Show that we have

[H,H] ⊂ FocGH ⊂ [G,G] ∩H

Or even stricter, that

[H,H] ⊂ FocGH ⊂ [G,H] ∩H

We can do this with bare hands and the transfer fusion theorem. So now,
when does the transfer fusion theorem hold for J = FocGH? In fact, for every
group H, if there is a normal complement modulo FocGH, we cannot get a
better complement. That is, it cannot avoid the focal group.

Definition 7.10. We define the “fusion subgroup” to be the following kernel:

FusGH := FocGH/ [H,H] FocGH [H,H]

Since this is somehow the group generated by differences in Foc.
7.5This is like the Cartan subalgebra of a Lie algebra.
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Theorem 7.12 (Alperin). Let P ∈ Sylp (G), g ∈ G, and A, gA ⊆ P . Then
there exists Qi ∈ Sylp (G), 1 ≤ i ≤ n, and xi ∈ NG (P ∩Qi) such that:

1. g = x1 · · ·xn

2. P ∩Qi is a tame intersection of P and Qi for each i.

3. A ⊆ P ∩Q1 and x1···xiA ⊆ P ∩Qi+1 for 1 ≤ i ≤ n.
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