CHAPTER II

LOCAL FIELDS

1. Absolute Values

Let $k$ be a field. An absolute value on $k$ is a map $x \to |x|$ from $k$ into the nonnegative real numbers that satisfies the following three conditions:

(i) $|x| = 0$ if and only if $x = 0$,
(ii) $|xy| = |x||y|$ for all $x$ and $y$ in $k$,
(iii) $|x + y| \leq |x| + |y|$ for all $x$ and $y$ in $k$.

The first results about a field with an absolute value are immediate consequences of the definition, and we organize them as a series of remarks.

Every field $k$ has at least one absolute value which we denote here by $| \cdot |_0$. This is defined by

\[
|x|_0 = \begin{cases} 
0 & \text{if } x = 0, \\
1 & \text{if } x \neq 0.
\end{cases}
\]

The absolute value $| \cdot |_0$ is called the trivial or improper absolute value. Any other absolute values on $k$ will be called nontrivial or proper. When working in a field $k$ the trivial absolute value is usually not considered. However, there is at least one situation in which the trivial absolute value may appear quite naturally. Suppose that $K$ is an extension of $k$ and $| \cdot |$ is an absolute value on $K$. Then $| \cdot |$ restricted to $k$ is obviously an absolute value on $k$. It may happen that $| \cdot |$ is a nontrivial absolute value on $K$, but the restriction $| \cdot |$ to $k$ is trivial.

Let $k^\times$ denote the multiplicative group of nonzero elements in $k$. If $| \cdot |$ is an absolute value on $k$ then the restriction of $| \cdot |$ to $k^\times$ is a homomorphism from the multiplicative group $k^\times$ into the multiplicative group of positive real numbers. It follows that $|1_k| = 1$ and more generally, if $\zeta$ is an $n$th root of unity in $k^\times$ then $|\zeta| = 1$. We also get

\[| - x| = |x| \quad \text{for all } x \in k, \quad \text{and} \quad |x^{-1}| = |x|^{-1} \quad \text{for all } x \in k^\times.\]

If $x$ is in $k^\times$ and $|x| \neq 1$ then $x$ must have infinite order in the multiplicative group $k^\times$. This shows that the only absolute value on a finite field is the trivial absolute value.

When verifying that a function $| \cdot | : k \to [0, \infty)$ is an absolute value, it is sometimes useful to be able to check an inequality that is weaker than the triangle inequality.
Lemma 1.1. Assume that \( k \) is a field and \( | \cdot | : k \to [0, \infty) \) satisfies the three conditions

(i) \(|x| = 0 \) if and only if \( x = 0 \),
(ii) \(|xy| = |x||y| \) for all \( x \) and \( y \) in \( k \),
(iv) \(|x + y| \leq 2 \max\{|x|, |y|\} \) for all \( x \) and \( y \) in \( k \).

Then \(| \cdot | \) satisfies the triangle inequality (iii) in the definition of an absolute value, and therefore \(| \cdot | \) is an absolute value on \( k \).

Proof. If \( M = 2^m \) for some positive integer \( m \), then it follows easily from (iv), by induction on \( m \), that

(1.1) \(|x_1 + x_2 + \cdots + x_M| \leq 2^m \max\{|x_1|, |x_2|, \ldots, |x_M|\}\)

for all \( x_1, x_2, \ldots, x_M \) in \( k \). If \( N \) is a positive integer and \( 2^m - 1 < N \leq 2^m \), then by selecting \( x_{N+1} = x_{N+2} = \cdots = x_M = 0 \) in (1.1), we find that

(1.2) \(|x_1 + x_2 + \cdots + x_N| \leq 2^m \max\{|x_1|, |x_2|, \ldots, |x_N|\}\)

\[ \leq 2N \max\{|x_1|, |x_2|, \ldots, |x_N|\} \]

for all \( x_1, x_2, \ldots, x_N \) in \( k \). In particular, if \( x_1 = x_2 = \cdots = x_N = 1 \), then it follows that

(1.3) \(|N| \leq 2N\).

Now let \( x \) and \( y \) be elements of \( k \), and let \( L \) be a positive integer. Then using (1.2) and (1.3) we get

\[ |x + y|^L = |(x + y)^L| \]

\[ = \left| \sum_{l=0}^{L} \binom{L}{l} x^l y^{L-l} \right| \]

\[ \leq 2(L + 1) \max \left\{ \left| \binom{L}{l} \right| |x|^l |y|^{L-l} : 0 \leq l \leq L \right\} \]

\[ \leq 4(L + 1) \max \left\{ \binom{L}{l} |x|^l |y|^{L-l} : 0 \leq l \leq L \right\} \]

\[ \leq 4(L + 1) \sum_{l=0}^{L} \binom{L}{l} |x|^l |y|^{L-l} \]

\[ = 4(L + 1) (|x| + |y|)^L, \]

and therefore

(1.4) \(|x + y| \leq (4(L + 1))^{1/L} (|x| + |y|)\).
The triangle inequality (iii) follows now by letting $L \to \infty$ in (1.4).

If $| \cdot |$ is an absolute value on $k$ then the map $(x, y) \to |x - y|$ from $k \times k$ into $[0, \infty)$ is a metric, and therefore the absolute value induces a metric topology in $k$. The distance from $x$ to $y$ is $|x - y|$. Let $\mathcal{A}_k$ denote the set of absolute values on $k$. We say that two absolute values in $\mathcal{A}_k$ are equivalent if they induce the same metric topology. It is easy to verify that this is in fact an equivalence relation in $\mathcal{A}_k$. The trivial absolute value $| \cdot |_0$ clearly induces the discrete topology in $k$, and it is the unique absolute value in its equivalence class. We will show that an equivalence class determined by a nontrivial absolute value contains many distinct, nontrivial absolute values. An equivalence class determined by a nontrivial absolute value in $\mathcal{A}_k$ is called a place of $k$. Equivalent absolute values on $k$ can be characterized in a simple way.

**Theorem 1.2.** Let $| \cdot |_1$ and $| \cdot |_2$ be absolute values on $k$. Then the following assertions are equivalent:

1. $| \cdot |_1$ and $| \cdot |_2$ induce the same metric topology in $k$;
2. $\{x \in k : |x|_1 < 1\} = \{x \in k : |x|_2 < 1\}$;
3. there exists a positive number $\theta$ such that $|x|^\theta_1 = |x|_2$ for all $x$ in $k$.

**Proof.** Assume that (1) holds and let

$$U_j = \{x \in k : |x|_j < 1\}, \quad \text{for} \quad j = 1, 2.$$ 

If $x$ belongs to $U_1$ then $\{x^n\}_{n=1}^{\infty}$ is a sequence that converges to 0 in $k$. As $U_2$ is an open neighborhood of 0 we must have $x^N \in U_2$ for some sufficiently large integer $N$. But $|x^N|_2 < 1$ implies that $|x|_2^N < 1$, and therefore $|x|_2 < 1$. It follows that $U_1 \subseteq U_2$, and by symmetry $U_2 \subseteq U_1$. Thus condition (2) is satisfied.

Now assume that (2) holds. If either $| \cdot |_1$ or $| \cdot |_2$ is trivial then (3) follows immediately. Therefore we may assume that both $| \cdot |_1$ and $| \cdot |_2$ are nontrivial. Let $y$ in $k$ satisfy $|y|_1 \neq 0$ and $|y|_1 \neq 1$. By replacing $y$ with $y^{-1}$ if necessary, we may further assume that $0 < |y|_1 < 1$. From (2) we have $0 < |y|_2 < 1$. Hence

$$\theta = \frac{\log |y|_2}{\log |y|_1}$$

is a positive real number. We claim that $|x|^\theta_1 = |x|_2$ for all $x$ in $k$. If this claim is false then by replacing $x$ with $x^{-1}$ if necessary, there exists a point $x$ in $k$ with

$$|x|^\theta_1 < |x|_2.$$ 

Now select a rational number $r/s$ such that

$$|x|^\theta_1 < |y|_1^{\theta r/s} = |y|_2^{r/s} < |x|_2.$$
This choice is possible because the image of the map \( r/s \to |y|_2^{r/s} \) is dense in \((0, \infty)\). Then we have

\[
|x^\theta|_1 < |y^\theta|_2 = |y^r|_2 < |x^\theta|_2,
\]

and it follows that

\[
|x^\theta y^{-r}|_1 < 1, \quad \text{and} \quad 1 < |x^\theta y^{-r}|_2.
\]

This contradicts (2) and so verifies our claim. Thus (3) is satisfied.

Assume that (3) holds. Then the set of all open balls in the \(||_1\)-topology is equal to the set of all open balls in the \(||_2\)-topology. The assertion (1) follows.

Let \(||\) be an absolute value on \(k\), and let \(0 < \theta < 1\). It is obvious that \(x \to |x|^\theta\) satisfies the conditions (i) and (ii) in the hypotheses of Lemma 1.1. Also, condition (iv) holds because

\[
|x + y|^\theta \leq (|x| + |y|)^\theta \leq 2^\theta \max\{|x|^\theta, |y|^\theta\}.
\]

It follows then from Lemma 1.1 that \(||\theta\) is an absolute value on \(k\). By Theorem 1.2, for each value of \(\theta\) with \(0 < \theta < 1\), the absolute value \(||\theta\) is equivalent to \(||\). If we further assume that \(||\) is nontrivial, then \(|z| \neq 1\) for some point \(z\) in \(k^x\), and we conclude that \(||\theta\) and \(||\) are equivalent but not equal. In particular, this shows that the place determined by \(||\) in \(A_k\) contains many distinct but equivalent absolute values.

Let \(||\) be an absolute value on \(k\). Then define

\[
\Theta(||) = \{\theta > 0 : x \to |x|^\theta \text{ is an absolute value in } A_k\}.
\]

It follows from the definition of an absolute value that \(\Theta(||)\) is a closed, nonempty subset of \((0, \infty)\). By our previous remarks, if \(\tau\) is in \(\Theta(||)\) then \(\theta \tau\) is in \(\Theta(||)\) for all \(\theta\) such that \(0 < \theta \leq 1\). This shows that either \(\Theta(||) = (0, \infty)\), or \(\Theta(||) = (0, \tau]\) for some real number \(\tau \geq 1\). We define a second function on absolute values in \(A_k\) by setting

\[
\Phi(||) = \sup\{|x + 1| : x \in k \text{ and } |x| \leq 1\}.
\]

Obviously we have \(1 \leq \Phi(||) \leq 2\). Also, the inequality

\[
|x + y| \leq \Phi(||) \max\{|x|, |y|\}
\]

holds for all \(x\) and \(y\) in \(k\). To verify (1.5) assume that \(0 < |x| \leq |y|\). Then we have

\[
|x + y| = |xy^{-1} + 1|y| = |xy^{-1} + 1||y| \leq \Phi(||)|y| = \Phi(||) \max\{|x|, |y|\}.
\]

Note that if \(\Phi(||) = 1\) then (1.5) is stronger than the triangle inequality (iii) in the definition of an absolute value.
Theorem 1.3. Let \(|\ |\) be an absolute value on \(k\). Then the following assertions are equivalent:

1. \(\Theta(|\ |) = (0, \infty)\),
2. \(|x + y| \leq \max\{|x|, |y|\}\) for all \(x\) and \(y\) in \(k\),
3. \(\Phi(|\ |) = 1\).

Moreover, if \(1 < \Phi(|\ |) \leq 2\), then \(\Theta(|\ |) = (0, \tau]\) for some real number \(\tau \geq 1\), and

\[(1.6) \quad \Phi(|\ |)^\tau = 2.\]

Proof. Assume that \(\Theta(|\ |) = (0, \infty)\). Then the map \(x \to |x|^n\) is an absolute value for all positive integers \(n\). It follows that

\(|x + y| \leq \{|x|^n + |y|^n\}^{1/n}\)

for all \(x\) and \(y\) in \(k\). We let \(n \to \infty\) and conclude that

\(|x + y| \leq \max\{|x|, |y|\}\).

This shows that (1) implies (2).

It is trivial that (2) implies (3).

Assume that \(\Phi(|\ |) = 1\). In view of (1.5) we find that (2) is satisfied. Then we get

\(|x + y|^{\theta} \leq \left(\max\{|x|, |y|\}\right)^{\theta}
= \max\{|x|^{\theta}, |y|^{\theta}\}
\leq |x|^\theta + |y|^\theta\)

for all \(x\) and \(y\) in \(k\) and for all positive \(\theta\). This shows that the map \(x \to |x|^\theta\) is an absolute value on \(k\) for all positive \(\theta\), and so verifies that \(\Theta(|\ |) = (0, \infty)\). We have shown that (3) implies (1).

Assume that \(1 < \Phi(|\ |) \leq 2\). By our previous remarks we have \(\Theta(|\ |) = (0, \tau]\) for some real number \(\tau \geq 1\). Because \(|\ |^{\tau}\) is an absolute value, we find that

\[\Phi(|\ |)^\tau = \Phi(|\ |^{\tau})
= \sup\{|x + 1|^{\tau} : x \in k \text{ and } |x|^{\tau} \leq 1\}
\leq 2.\]

If in fact \(\Phi(|\ |)^\tau < 2\), then there exists \(\theta > \tau\) such that

\[\Phi(|\ |^{\theta}) = \Phi(|\ |)^\theta \leq 2.\]
It follows from (1.5) that
\[(1.7) \quad |x + y|^\theta \leq 2 \max\{|x|^\theta, |y|^\theta\}\]
for all \(x\) and \(y\) in \(k\). From Lemma 1.1 and (1.7) we conclude that \(x \rightarrow |x|^\theta\) is an absolute value on \(k\). As \(\theta > \tau\), this contradicts the definition of \(\Theta(|\ |)\). We have shown that if \(1 < \Phi(|\ |) \leq 2\), then (1.6) holds.

We are now in position to distinguish between different types of absolute values. If \(|\ |\) is an absolute value on \(k\) then by Theorem 1.3, \(\Phi(|\ |) = 1\) if and only if the absolute value satisfies the inequality
\[(1.8) \quad |x + y| \leq \max\{|x|, |y|\}\]
for all \(x\) and \(y\) in \(k\). An absolute value that satisfies (1.8) is said to be a non-archimedean absolute value or to be an ultrametric absolute value. Then (1.8) is called the strong triangle inequality or the ultrametric inequality. If \(|\ |\) is a non-archimedean absolute value then the equivalence class it represents in \(A_k\) is the set
\[\{|\ |^\theta : 0 < \theta < \infty\}\].
Each absolute value in this equivalence class is also non-archimedean and so we may refer to it as a non-archimedean equivalence class. We note that the trivial absolute value \(|\ |_0\) is non-archimedean and it is the only absolute value in its equivalence class.

If \(1 < \Phi(|\ |) \leq 2\) then by Theorem 1.3 we know that (1.8) does not hold, but \(|\ |\) does satisfy the ordinary triangle inequality (iii) in the definition of an absolute value. In this case we say that \(|\ |\) is an archimedean absolute value. The equivalence class it represents is
\[\{|\ |^\theta : 0 < \theta \leq \tau\}, \quad \text{where} \quad \tau = \frac{\log 2}{\log \Phi(|\ |)}\].
Obviously all the absolute values in this equivalence class are archimedean and so we may refer to it as an archimedean equivalence class.

If the absolute value \(|\ |\) is nontrivial then the equivalence class it represents is a place of \(k\), and we may speak of non-archimedean places or archimedean places.

We now establish a basic result due to K. Mahler that demonstrates how inequivalent absolute values behave independently. We require the following lemma.

**Lemma 1.4.** Let \(k\) be a field and let \(\{|\ |_n : 1 \leq n \leq N\}\) be a finite collection of inequivalent, nontrivial, absolute values on \(k\). Then there exists a point \(\alpha\) in \(k\) such that \(|\alpha|_1 > 1\), and \(|\alpha|_n < 1\) for \(2 \leq n \leq N\).

**Proof.** Suppose that \(N = 2\). As \(|\ |_1\) and \(|\ |_2\) are inequivalent, by Theorem 1.2 there exists \(\beta\) in \(k\) with
\[|\beta|_1 < 1 \quad \text{and} \quad 1 \leq |\beta|_2,\]
and there exists \( \gamma \) in \( k \) with

\[
1 \leq |\gamma|_1 \quad \text{and} \quad |\gamma|_2 < 1.
\]

In this case we take \( \alpha_1 = \gamma \beta^{-1} \).

We continue now using induction on \( N \). By the inductive hypothesis there exists \( \beta \) in \( k \) with

\[
|\beta|_1 > 1 \quad \text{and} \quad |\beta|_n < 1 \quad \text{for} \quad 2 \leq n \leq N - 1,
\]

and \( \gamma \) in \( k \) with

\[
1 \leq |\gamma|_1 \quad \text{and} \quad |\gamma|_N < 1.
\]

There are three cases to consider:

(i) if \( |\beta|_N < 1 \) we take \( \alpha = \beta \),

(ii) if \( |\beta|_N = 1 \) we take \( \alpha = \beta^l \gamma \) with a large positive integer \( l \),

(iii) if \( |\beta|_N > 1 \) we take \( \alpha = \beta^l \gamma (1 + \beta^l)^{-1} \) with a large positive integer \( l \).

In each case it is easy to check that \( \alpha \) satisfies the requirements of the lemma when \( l \) is sufficiently large.

**Theorem 1.5 (The Weak Approximation Theorem).** Let \( k \) be a field, let \( \{|n| : 1 \leq n \leq N\} \) be a finite collection of inequivalent, nontrivial, absolute values on \( k \) and \( \{x_n : 1 \leq n \leq N\} \) a collection of points in \( k \). Then for every \( \epsilon > 0 \) there exists a point \( y \) in \( k \) such that

\[
|x_n - y|_n < \epsilon \quad \text{for each} \quad n = 1, 2, \ldots, N.
\]

**Proof.** For each integer \( n \) with \( 1 \leq n \leq N \) we apply Lemma 1.4 but with \( |n| \) in place of \( |1| \). In this way we determine a collection of points \( \alpha_1, \alpha_2, \ldots, \alpha_N \) in \( k \) such that

\[
|\alpha_m|_n > 1 \quad \text{if} \quad m = n, \quad \text{and} \quad |\alpha_m|_n < 1 \quad \text{if} \quad m \neq n.
\]

Then we find that

\[
\lim_{l \to \infty} \frac{\alpha_m^l}{1 + \alpha_m^l} = 1 \quad \text{in the} \quad |n|\text{-metric if} \quad m = n,
\]

and

\[
\lim_{l \to \infty} \frac{\alpha_m^l}{1 + \alpha_m^l} = 0 \quad \text{in the} \quad |n|\text{-metric if} \quad m \neq n.
\]

It follows that for each \( n, 1 \leq n \leq N \), we have

\[
\lim_{l \to \infty} \sum_{m=1}^{N} \frac{x_m \alpha_m^l}{1 + \alpha_m^l} = x_n \quad \text{in the} \quad |n|\text{-metric}.
\]
Hence we may take
\[ y = \sum_{m=1}^{N} \frac{x_m \alpha_m^l}{1 + \alpha_m^l} \]
with \( l \) a sufficiently large positive integer that depends on \( \epsilon \).

Given a field \( k \) it is an interesting problem to determine all the nontrivial absolute values on \( k \). The following result is useful when the field \( k \) is the field of fractions of an integral domain.

**Lemma 1.6.** Let \( R \) be in integral domain and let \( k \) be its field of fractions. Assume that \( x \rightarrow \|x\| \) is a map from \( R \) to \([0, \infty)\) that satisfies the three conditions

1. \( \|x\| = 0 \) if and only if \( x = 0 \),
2. \( \|xy\| = \|x\| \|y\| \) for all \( x \) and \( y \) in \( R \),
3. \( \|x + y\| \leq \|x\| + \|y\| \) for all \( x \) and \( y \) in \( R \).

Then there exists a unique absolute value \(|\cdot| : k \rightarrow [0, \infty)\) such that \( |x| = \|x\| \) for all \( x \) in \( R \). If \( \| \| \) on \( R \) satisfies the strong triangle inequality

4. \( \|x + y\| \leq \max\{|\|x||, \|y||\} \) for all \( x \) and \( y \) in \( R \),

then \(|\cdot|\) on \( k \) is a non-archimedean absolute value. Moreover, if \( a \) and \( b \neq 0 \) are in \( R \), and \( a/b \) is a point in \( k \), then these maps satisfy the identity

\[ \left| \frac{a}{b} \right| = \frac{\|a\|}{\|b\|}. \]

**Proof.** Suppose that \( a/b = c/d \) in \( k \). That is, \( a, b \neq 0, c \) and \( d \neq 0 \) belong to \( R \) and \( ad = bc \). It follows that \( \|a\| \|d\| = \|b\| \|c\| \) and
\[ \frac{\|a\|}{\|b\|} = \frac{\|c\|}{\|d\|} \]
in \( [0, \infty) \). Therefore we define a map \(|\cdot| : k \rightarrow [0, \infty)\) by
\[ \left| \frac{a}{b} \right| = \frac{\|a\|}{\|b\|}. \]

Our previous remarks show that this is well defined. Using (1), (2) and (3) it is easy to verify that \(|\cdot|\) on \( k \) satisfies the corresponding conditions required of an absolute value. For example, if \( a, b \neq 0, c \) and \( d \neq 0 \) belong to \( R \), then
\[
\left| \frac{a + c}{b + d} \right| = \left| \frac{ad + bc}{bd} \right| = \frac{\|ad + bc\|}{\|bd\|} \leq \frac{\|ad\| + \|bc\|}{\|bd\|} = \frac{\|a\|}{\|b\|} + \frac{\|c\|}{\|d\|} = \left| \frac{a}{b} \right| + \left| \frac{c}{d} \right|. \]
If (4) holds this calculation becomes
\[
\left| \frac{a}{b} + \frac{c}{d} \right| = \left| \frac{ad + bc}{bd} \right| = \left| \frac{ad + bc}{bd} \right|
\leq \max \left\{ \frac{\|ad\|, \|bc\|}{\|bd\|} \right\} = \max \left\{ \frac{\|a\|_1, \|c\|_1}{\|b\|_1, \|d\|_1} \right\} = \max \left\{ \frac{|a|_1}{|b|_1}, \frac{|c|_1}{|d|_1} \right\},
\]
and we conclude that the absolute value | | is non-archimedean.

We note that (2) implies that \( \|y\| = \|1y\| = \|1\|\|y\| \) and therefore \( \|1\| = 1 \). Now if \( a \) belongs to \( R \) then
\[
|a| = \left| \frac{a}{1} \right| = \frac{\|a\|}{\|1\|} = \|a\|,
\]
and this shows that | | on \( k \) is an extension of \( \| \| \) on \( R \). If \( |1| \) and \( |2| \) are both absolute values on \( k \) that extend the map \( \| \| \) on \( R \), then we have
\[
\left| \frac{a}{b} \right|_1 = \frac{|a|_1}{|b|_1} = \frac{\|a\|}{\|b\|} = \frac{|a|_2}{|b|_2} = \left| \frac{a}{b} \right|_2.
\]
This shows that in fact \( |1| \) and \( |2| \) are equal on \( k \). Thus the absolute value defined by (1.9) is the unique extension of \( \| \| \) on \( R \).

**Exercises**

1.1 Let \( | \| \) be an absolute value on the field \( k \). Prove that \( | \| \) is non-archimedean if and only if \( |n1_k| \leq 1 \) for all integers \( n \), where \( 1_k \) is the multiplicative identity element in \( k \).

1.2 Let \( k \) be a field of positive characteristic. Prove that every absolute value on \( k \) is non-archimedean.

1.3 Assume that \( |1| \) and \( |2| \) are nontrivial absolute values on a field \( k \) that satisfy the condition
\[
(1.10) \quad \{ x \in k : |x|_1 < 1 \} \subseteq \{ x \in k : |x|_2 < 1 \}.
\]
Prove that \( |1| \) and \( |2| \) are equivalent.

1.4 Assume that \( | \| \) is an absolute value on a field \( k \), and let
\[
\Theta(| |) = \{ \theta > 0 : x \rightarrow |x|^\theta \text{ is an absolute value in } \mathcal{A}_k \}.
\]
Prove that \( \Theta(| |) \) is a closed subset of \( (0, \infty) \).
1.5 Assume that \(|\cdot\)| is a non-archimedean absolute value on a field \(k\), \(x_1, x_2, \ldots, x_N\) are a point in \(k\), and
\[x_1 + x_2 + \cdots + x_N = 0.\]
Prove that there exist integers \(m\) and \(n\) such that \(1 \leq m < n \leq N\) such that
\[|x_m| = |x_n| = \max\{|x_1|, |x_2|, \ldots, |x_N|\}.

1.6 Let \(k\) be a field with a nontrivial absolute value \(|\cdot|\). Prove that each polynomial \(f\) in \(k[x_1, x_2, \ldots, x_N]\) defines a continuous function \(f : k^N \to k^N\), where \(k^N\) has the product topology. Then prove that \(x \to x^{-1}\) defines a continuous function from \(k^\times\) onto \(k^\times\). Formulate a result about the continuity of a rational function \(F\) in \(k(x_1, x_2, \ldots, x_N)\).

2. Completions
Let \(k\) be a field and \(|\cdot|\) an absolute value on \(k\). We say that \(k\) is complete if \(k\) is a complete metric space with respect to the metric topology induced by \(|\cdot|\). That is, \(k\) is complete if every Cauchy sequence in \(k\) converges to a point in \(k\). We note that completeness is a property of the metric topology; it does not depend on the particular absolute value in the place determined by \(|\cdot|\). If \(|\cdot|_1\) and \(|\cdot|_2\) are equivalent absolute values on \(k\), then \(k\) is complete with respect to \(|\cdot|_1\) if and only if it is complete with respect to \(|\cdot|_2\).

Let \(k\) be a field with an absolute value \(|\cdot|_k\), and \(l\) a field with an absolute value \(|\cdot|_l\). A map \(\sigma : k \to l\) is an isometric isomorphism if \(\sigma\) is an isomorphism of \(k\) onto \(l\) and \(|x|_k = |\sigma(x)|_l\) for all \(x\) in \(k\). In this case it is obvious that \(\sigma^{-1} : l \to k\) is also an isometric isomorphism and we say that the pair \((k, |\cdot|_k)\) and the pair \((l, |\cdot|_l)\) are isometrically isomorphic. A map \(\sigma : k \to l\) is an isometric embedding if \(\sigma\) is an isomorphism of \(k\) onto a subfield of \(l\) and \(|x|_k = |\sigma(x)|_l\) for all \(x\) in \(k\).

A pair \((K, |\cdot|_K)\), consisting of a field \(K\) and an absolute value \(|\cdot|_K\), is a completion of the pair \((k, |\cdot|_k)\) if
(i) \(K\) is complete with respect to the metric topology induced by \(|\cdot|_K\), and
(ii) there exists an isometric embedding \(\sigma\) of \(k\) onto a dense subfield of \(K\).

Completions always exist and are unique up to an isometric isomorphism. The precise result is as follows.

**Theorem 2.1.** Let \((k, |\cdot|_k)\) be a pair consisting of a field \(k\) and an absolute value \(|\cdot|_k\). Then there exists a pair \((K, |\cdot|_K)\) that is a completion of \((k, |\cdot|_k)\). Moreover, if \((K, |\cdot|_K)\) and \((L, |\cdot|_L)\) are both completions of \((k, |\cdot|_k)\), if \(\sigma_K : k \to K\) and \(\sigma_L : k \to L\) are the corresponding isometric embeddings, then there exists a unique isometric isomorphism \(\tau : K \to L\) such that \(\tau \circ \sigma_K = \sigma_L\).
2. COMPLETIONS

Sketch of the Proof. Let $C(k)$ be the set of all maps $a : \{1, 2, \ldots \} \to k$ such that \( \{a(n)\}_{n=1}^\infty \) is a Cauchy sequence in $k$. Then $C(k)$ is obviously a commutative ring with respect to the operations

\[
(a + b)(n) = a(n) + b(n) \quad \text{and} \quad (ab)(n) = a(n)b(n).
\]

Let $M(k) \subseteq C(k)$ be the subset of Cauchy sequences that converge to 0 in $k$. Then $M(k)$ is a maximal ideal and therefore the quotient ring

\[
K = C(k)/M(k)
\]

is a field.

Next we define an absolute value $| \cdot |_K$ on $K$. If \( \{a(n)\}_{n=1}^\infty \) is a Cauchy sequence then the inequality

\[
-|a(m) - a(n)|_k \leq |a(m)|_k - |a(n)|_k \leq |a(m) - a(n)|_k
\]

shows that \( \{|a(n)|_k\}_{n=1}^\infty \) is a Cauchy sequence in $[0, \infty)$. If \( \{b(n)\}_{n=1}^\infty \) represents the same coset in $K$ as \( \{a(n)\}_{n=1}^\infty \) then

\[
\lim_{n \to \infty} |a(n) - b(n)|_k = 0
\]

and therefore

\[
\lim_{n \to \infty} |a(n)|_k = \lim_{n \to \infty} |b(n)|_k.
\]

This shows that the map

\[
\{a(n)\}_{n=1}^\infty \to |\{a(n)\}_{n=1}^\infty|_K = \lim_{n \to \infty} |a(n)|_k,
\]

from $C(k)$ into $[0, \infty)$, is well defined on the field $K$. It follows easily that $| \cdot |_K$ is an absolute value on $K$.

If $\alpha$ belongs to $k$ let $\sigma(\alpha) : \{1, 2, \ldots \} \to k$ be the constant sequence defined by $\sigma(\alpha)(n) = \alpha$ for all $n = 1, 2, \ldots$. Obviously this sequence is Cauchy and so determines a coset in $K$. The map $\sigma : k \to K$ is an embedding, an isometry with respect to the metrics induced by $| \cdot |_k$ and $| \cdot |_K$, and its image is dense in $K$. Thus the pair $(K, | \cdot |_K)$ satisfies the requirements of a completion.

Finally, let $\sigma_K : k \to K$ and $\sigma_L : k \to L$ be isometric embeddings. Then define $\tau : \sigma_K(k) \to \sigma_L(k)$ by $\tau(x) = \sigma_L \circ \sigma_K^{-1}(x)$. It follows that $\tau^{-1}(y) = \sigma_K \circ \sigma_L^{-1}(y)$, and it can be shown that $\tau$ and $\tau^{-1}$ are both continuous. Because $\sigma_K(k)$ and $\sigma_L(k)$ are dense in $K$ and $L$, respectively, both $\tau$ and $\tau^{-1}$ have unique extensions to continuous maps

\[
\tau : K \to L \quad \text{and} \quad \tau^{-1} : L \to K.
\]
Continuity can now be used to show that the extended maps are isometric isomorphisms.

In the notation of Theorem 2.1, \( k \) is isomorphic to its image \( \sigma(k) \) in the completion \( K \). Thus we may identify \( k \) and \( \sigma(k) \) and so regard \( k \) as a dense subfield of \( K \). Then it is obvious that \( | \cdot |_K \) on \( K \) is an extension of \( | \cdot |_k \) on the dense subfield \( k \), and therefore \( \Phi(| \cdot |_k) = \Phi(| \cdot |_K) \). In particular, \( | \cdot |_k \) and \( | \cdot |_K \) are either both archimedean, or they are both non-archimedean.

Let \( | \cdot |_\infty \) denote the usual archimedean absolute value on the fields \( \mathbb{R} \) and \( \mathbb{C} \). Then \( (\mathbb{R}, | \cdot |_\infty) \) and \( (\mathbb{C}, | \cdot |_\infty) \) are both complete. It is a result of Ostrowski [6] (see also, [8], Chapter 1, Theorem S) that these are essentially the only examples of complete archimedean fields.

**Theorem 2.2.** Let \( K \) be a field that is complete with respect to an archimedean absolute value \( | \cdot |_K \). Then there exists \( \theta, 0 < \theta \leq 1 \), such that \( (K, | \cdot |_K) \) is isometrically isomorphic to either \( (\mathbb{R}, | \cdot |_{\theta \infty}) \) or \( (\mathbb{C}, | \cdot |_{\theta \infty}) \).

For the remainder of this section we assume that \( k \) is a field with a nontrivial, non-archimedean absolute value \( | \cdot | \). We write \( K \) for a completion of \( k \) and then we continue to use \( | \cdot | \) for the extended absolute value on \( K \). We also identify \( k \) with its image in \( K \) and so speak of \( k \) as a dense subfield of \( K \). Because \( | \cdot | \) satisfies the strong triangle inequality (1.8), some aspects of elementary analysis in \( K \) are simpler than in the case of an archimedean absolute value. Suppose, for example, that \( \alpha \) and \( \beta \) are in \( K \) and \( |\alpha| < |\beta| \). Then we have

\[
|\beta| = |\alpha + \beta - \alpha| 
\leq \max\{|\alpha + \beta|, |\alpha|\} 
= |\alpha + \beta| \text{ (since the maximum cannot occur at } |\alpha|) 
\leq \max\{|\alpha|, |\beta|\} 
= |\beta|,
\]

and therefore

\[
|\alpha + \beta| = |\beta|.
\]

More generally, if \( \alpha_1, \alpha_2, \ldots, \alpha_N \) are in \( K \), if \( |\alpha_n| < |\alpha_N| \) for \( 1 \leq n < N \), then

\[
(2.1) \quad |\alpha_1 + \alpha_2 + \cdots + \alpha_N| = |\alpha_N|.
\]

We often refer to (2.1) as the case of equality in the strong triangle inequality. Of course the hypothesis \( |\alpha_n| < |\alpha_N| \) is a sufficient condition for (2.1) to hold, but it is not a necessary condition. If \( \alpha_1, \alpha_2, \ldots \) is an infinite series in \( K \) then the strong triangle inequality implies that

\[
(2.2) \quad \lim_{N \to \infty} \sum_{n=1}^{N} \alpha_n \text{ exists if and only if } \lim_{N \to \infty} \alpha_N = 0.
\]
Next we define
\[ O_k = \{ \alpha \in k : |\alpha| \leq 1 \}, \quad O_K = \{ \alpha \in K : |\alpha| \leq 1 \}, \]
\[ U_k = \{ \alpha \in k : |\alpha| = 1 \}, \quad U_K = \{ \alpha \in K : |\alpha| = 1 \}, \]
\[ M_k = \{ \alpha \in k : |\alpha| < 1 \}, \quad M_K = \{ \alpha \in K : |\alpha| < 1 \}. \]

Because \(| |\) is non-archimedean, it is easy to check that the closed unit ball \(O_k\) is an integral domain. Then \(U_k\) is exactly the multiplicative group of invertible elements in \(O_k\), and \(M_k\) is the unique maximal ideal in \(O_k\). Plainly these sets depend on the equivalence class determined by \(| |\) and not on the particular choice of absolute value in the equivalence class. As \(M_k\) is a maximal ideal, the quotient ring \(O_k/M_k\) is a field, called the residue class field of \(k\). As the ring \(O_k\) has a unique maximal ideal \(M_k\), it is an example of a local ring. Of course these remarks also apply to the sets \(O_K, U_K\) and \(M_K\).

An element \(\alpha\) in \(O_k\) obviously determines a coset \(\alpha + M_k\) in the residue class field \(O_k/M_k\). When \(\alpha\) in \(O_k\) is regarded as an element of \(O_K\) it determines a coset \(\alpha + M_K\) in the residue class field \(O_K/M_K\). Thus there is a map
\[ \psi : O_k/M_k \rightarrow O_K/M_K \]
given by \(\psi(\alpha + M_k) = \alpha + M_K\), and it is trivial to check that it is well defined and an isomorphism of \(O_k/M_k\) onto a subfield of \(O_K/M_K\). In fact, we will show that this map is surjective.

**Lemma 2.3.** The map \(\psi : O_k/M_k \rightarrow O_K/M_K\) is an isomorphism of \(O_k/M_k\) onto \(O_K/M_K\).

**Proof.** Let \(\beta + M_K\) be a coset in \(O_K/M_K\). Because \(k\) is dense in \(K\) there exists \(\alpha\) in \(k\) such that \(|\alpha - \beta| < 1\). Then \(|\alpha| \leq \max\{|\alpha - \beta|, |\beta|\} \leq 1\), and it follows that \(\alpha\) is in \(O_k\) and \(\alpha - \beta\) is in \(M_K\). That is,
\[ \psi(\alpha + M_k) = \alpha + M_K = \beta + M_K, \]
and the lemma follows.

As \(| |\) is a homomorphism from the multiplicative group \(k^\times\) into the multiplicative group \((0, \infty)\) of positive real numbers, its image
\[ |k^\times| = \{|\alpha| : \alpha \in k^\times\} \]
is a nontrivial subgroup. This subgroup is called the *multiplicative value group* of \((k, | |)\). We recall that a nontrivial subgroup \(G \subseteq (0, \infty)\) is either discrete or dense in \((0, \infty)\), and \(G\) is a discrete, nontrivial subgroup if and only if it is an infinite cyclic subgroup. That
is, $G$ is a discrete, nontrivial subgroup if and only if it has the form $G = \{t^n : n \in \mathbb{Z}\}$ for some real number $t$, $0 < t < 1$. We say that $|\cdot|$ is a discrete absolute value on $k$ if its value group is a discrete, nontrivial subgroup of $(0, \infty)$. It is clear that $|\cdot|$ is discrete if and only if all the absolute values in the equivalence class it determines are discrete. Also, if $|\cdot|$ is a discrete absolute value on $k$ then its extension to the completion $K$ is also discrete and has the same multiplicative value group. We note that a nontrivial absolute value on $k$, or on its completion $K$, does not induce the discrete topology in either $k$ or $K$. Only the trivial absolute value induces the discrete topology. A discrete absolute value has a discrete multiplicative value group, but it does not induce the discrete topology in $k$ or $K$.

**Lemma 2.4.** A nontrivial, non-archimedean absolute value on $k$ is discrete if and only if $M_k$ is a principal, maximal ideal in the ring $O_k$.

**Proof.** It is evident from the definition of a discrete absolute value and from the definition of $M_k$, that $|\cdot|$ is discrete if and only if

$$\sup\{\|\alpha\| : \alpha \in M_k\} < 1.$$

Assume that $M_k$ is principal and so generated by an element $\pi$. That is,

$$M_k = (\pi) = \{\beta\pi : \beta \in O_k\}.$$

Then we have

$$\sup\{\|\alpha\| : \alpha \in M_k\} = \sup\{\|\beta\pi\| : \beta \in O_k\} = |\pi|,$$

and $|\pi| < 1$ because $\pi$ is in $M_k$. This shows that the multiplicative value group of $|\cdot|$ is discrete.

Now assume that $|\cdot|$ is discrete and so the multiplicative value group has the form

$$\{t^n : n \in \mathbb{Z}\} \quad \text{for some} \quad 0 < t < 1.$$

Let $\pi$ in $M_k$ satisfy $|\pi| = t$. If $\alpha$ belongs to $M_k$ let $\beta = \alpha\pi^{-1}$. Then $|\beta| = |\alpha||\pi|^{-1} \leq 1$ and therefore $\beta$ is an element of $O_k$. Because $\alpha = \beta\pi$ this shows that $M_k \subseteq (\pi)$. As $M_k$ is a maximal ideal we have $M_k = (\pi)$. We have shown that $M_k$ is principal and this completes the proof.

The proof of Lemma 2.4 provides the following characterization of the elements that generate the maximal ideal $M_k$.

**Corollary 2.5.** Let $|\cdot|$ be a discrete absolute value on $k$ and let $\pi$ be an element of the maximal ideal $M_k$. Then the following assertions are equivalent:

1. $M_k = (\pi) = \{\beta\pi : \beta \in O_k\}$,
2. $\sup\{\|\alpha\| : \alpha \in M_k\} = |\pi|$,
3. the multiplicative value group of $(k, |\cdot|)$ is $\{|\pi|^n : n \in \mathbb{Z}\}$. 

An element $\pi$ in $M_k$ that satisfies one, and therefore all, of the three conditions in the statement of Corollary 2.5 is called a prime element of $k$. Obviously a prime element of $k$ is also a prime element in the completion $K$.

We can use prime elements in the complete field $K$ to make certain infinite series expansions. Let $R_K \subseteq O_K$ be a complete set of distinct coset representatives for the residue class field $O_K/M_K$ and let $\pi$ in $M_k$ be a prime element. For each infinite sequence $\{a(n)\}_{n=0}^{\infty}$ of points in $R_K$ the infinite series
\[
\sum_{n=0}^{\infty} a(n)\pi^n = \lim_{N \to \infty} \sum_{n=0}^{N} a(n)\pi^n
\]
plainly converges by (2.2) to a point in $O_K$. We will show that every point in $O_K$ has an expansion of this sort.

**Theorem 2.6.** Let $\alpha$ be a point in $O_K$. Then there exists a unique sequence
\[a(0), a(1), a(2), \ldots\]
of points in $R_K$ such that
\[(2.3) \quad \alpha = \sum_{n=0}^{\infty} a(n)\pi^n.
\]

**Proof.** There is a unique point $a(0)$ in $R_K$ so that $|\alpha - a(0)| < 1$. Hence we can write
\[\alpha = a(0) + b(1)\pi, \quad \text{with } b(1) \in O_K.
\]
Then there is a unique point $a(1)$ in $R_K$ so that $|b(1) - a(1)| < 1$. Therefore we get
\[\alpha = a(0) + a(1)\pi + b(2)\pi^2, \quad \text{with } b(2) \in O_K.
\]
Continuing in this manner we determine two infinite sequences $\{a(n)\}_{n=0}^{\infty}$ and $\{b(n)\}_{n=1}^{\infty}$ such that each term $a(n)$ is in $R_K$, each term $b(n)$ is in $O_K$, and
\[\alpha = a(0) + a(1)\pi + a(2)\pi^2 + a(3)\pi^3 + \cdots + a(N-1)\pi^{N-1} + b(N)\pi^N
\]
for each $N = 1, 2, 3, \ldots$. As
\[\lim_{N \to \infty} |b(N)\pi^N| = 0,
\]
we find that (2.3) is satisfied.
Assume that \( \{a'(n)\}_{n=0}^{\infty} \) is another sequence of points in \( R_K \) satisfying (2.3). Then we have

\[
0 = \sum_{n=0}^{\infty} \{a(n) - a'(n)\} \pi^n.
\]

For each nonnegative integer \( n \), either \( a(n) - a'(n) = 0 \) or \( |a(n) - a'(n)| = 1 \). It follows, using (2.4) and the case of equality in the strong triangle inequality, that \( a(n) - a'(n) = 0 \) for all \( n \). Thus the expansion (2.3) is unique.

In applications of Theorem 2.6 it is often useful to assume that the coset \( M_K \) is represented in \( R_K \) by 0. Then 0 is represented by the series in which \( a(n) = 0 \) for each \( n \). Also, if (2.3) is the expansion of \( \alpha \) in \( O_K \), if \( a(0) = a(1) = a(2) = \ldots a(N-1) = 0 \), then by the case of equality in the strong triangle inequality we have \( |\alpha| = |\pi|^N \). More generally, we get a similar expansion at each point of \( K^\times \).

**Corollary 2.7.** Let \( \alpha \) be a point in \( K^\times \) with \( |\alpha| = |\pi|^L \) for some \( L \) in \( \mathbb{Z} \). Assume that the coset \( M_K \) is represented in \( R_K \) by 0. Then there exists a unique sequence \( \{a(n)\}_{n=L}^{\infty} \) of points in \( R_K \) such that

\[
\alpha = \sum_{n=L}^{\infty} a(n) \pi^n \quad \text{and} \quad a(L) \neq 0.
\]

**Proof.** Apply the theorem to \( \alpha\pi^{-L} \), then use the case of equality in the strong triangle inequality.

**Exercises**

2.1 Prove the equivalence asserted in (2.2).

2.2 Prove that a nontrivial subgroup \( G \subseteq (0, \infty) \) is either discrete or dense in \( (0, \infty) \), and \( G \) is a discrete, nontrivial subgroup if and only if it is an infinite cyclic subgroup.

2.3 Let \( k \) be a field, and let \( \{| |_n : 1 \leq n \leq N\} \) be a finite collection of inequivalent, nontrivial, absolute values on \( k \). Assume that \( (K_n, | |_n) \) is a completion of \( (k, | |_n) \) for each \( 1 \leq n \leq N \). Write

\[
J = \prod_{n=1}^{N} K_n,
\]

and give \( J \) the product topology. Let \( \delta : k \to J \) be the diagonal map that sends a point \( \alpha \) in \( k \) to the point \( (\alpha, \alpha, \ldots, \alpha) \) in \( J \). Prove that the image \( \delta(k) \) is dense in \( J \).

2.4 Let \( L \) be a field with an absolute value \( | | \), assume that \( L \) is complete and let \( k \subseteq L \) be a subfield. Write \( K' \) for the closure of \( k \) in \( L \). Prove that \( K' \) is a subfield of \( L \), and show that \( (K', | |) \) is a completion of \( (k, | |) \).
3. Hensel’s Lemma

In this section we assume that $K$ is a field with a nontrivial, non-archimedean absolute value $| |$ and we assume that $(K, | |)$ is complete. We continue to write

$$O_K = \{ \alpha \in K : |\alpha| \leq 1 \}.$$

If $k$ is a dense subfield of $K$ then obviously $(K, | |)$ is a completion of $(k, | |).$ However, the dense subfield $k$ would play no role in the results of this section. Therefore we begin more simply with the pair $(K, | |)$ and the integral domain $O_K.$ In this setting one form of Hensel’s lemma provides information about roots of certain polynomials in $O_K[x].$

**Theorem 3.1 (Hensel’s Lemma).** Let $f(x)$ be a polynomial in $O_K[x]$ with positive degree. Assume that $\xi_1$ in $O_K$ satisfies

$$|f(\xi_1)| < |f'(\xi_1)|^2.$$

Then there exists a unique point $\alpha$ in the closed ball

$$B(f, \xi_1) = \left\{ x \in O_K : |x - \xi_1| \leq \frac{|f(\xi_1)|}{|f'(\xi_1)|} \right\}$$

such that $f(\alpha) = 0.$ Moreover, we have $f'(\alpha) \neq 0,$ so that $\alpha$ is a simple zero of $f.$

This result asserts the existence of a root $\alpha$ for the polynomial $f.$ However, the proof also provides a useful numerical method for calculating $\alpha.$

For $f$ in $O_K(x)$ we define

$$D_f = \{ x \in O_K : |f(x)| < |f'(x)|^2 \},$$

and we assume that $D_f$ is not empty. Next we define a map $\psi : D_f \to K$ by

$$\psi(x) = x - \frac{f(x)}{f'(x)}.$$

Clearly $\psi$ is the restriction to $D_f$ of a rational function having no poles in $D_f.$ Thus $\psi : D_f \to K$ is certainly continuous.

**Lemma 3.2.** Let $f$ be a polynomial in $O_K[x]$ with positive degree such that the set $D_f$ defined by (3.3) is not empty. Let $\psi$ be the rational function defined by (3.4). Then the image $\psi(D_f)$ is contained in $D_f.$ Moreover, if $\beta$ belongs to $D_f$ then

$$|f(\psi(\beta))| \leq \frac{|f(\beta)|^2}{|f'(\beta)|^2} < |f(\beta)|,$$
and
\[ |f'(\psi(\beta))| = |f'(\beta)|. \]

**Proof.** Write
\[ f(x) = f_0(x) = \sum_{n=0}^{N} a_n x^n, \quad f'(x) = f_1(x) = \sum_{n=1}^{N} a_n \binom{n}{1} x^{n-1}, \]
and
\[ f_m(x) = \sum_{n=m}^{N} a_n \binom{n}{m} x^{n-m} \quad \text{for} \quad m = 2, 3, \ldots, N. \]

Because \( f \) is in \( O_K[x] \) and \( |\ | \) is non-archimedean, each of the polynomials \( f_m \) belongs to \( O_K[x] \) and therefore
\[ \sup\{|f_m(x)| : x \in O_K\} \leq 1. \]

Let \( x \) and \( y \) be independent indeterminants. Using the binomial expansion we find that
\[ f(x) = \sum_{n=0}^{N} a_n (y + (x - y))^n \]
\[ = \sum_{m=0}^{N} \left\{ \sum_{n=m}^{N} a_n \binom{n}{m} y^{n-m} \right\} (x - y)^m \]
\[ = f(y) + f'(y)(x - y) + \sum_{m=2}^{N} f_m(y)(x - y)^m. \]

Let \( \beta \) be a point in \( \mathcal{D}_f \). We apply (3.8) with \( x = \psi(\beta) \) and \( y = \beta \). Using (3.4) we obtain the identity
\[ f(\psi(\beta)) = f(\beta) + f'(\beta)(\psi(\beta) - \beta) + \sum_{m=2}^{N} f_m(\beta)(\psi(\beta) - \beta)^m \]
\[ = \sum_{m=2}^{N} f_m(\beta)(\psi(\beta) - \beta)^m. \]

Then using the strong triangle inequality we find that
\[ |f(\psi(\beta))| \leq \max \left\{ |f_m(\beta)(\psi(\beta) - \beta)^m| : 2 \leq m \leq N \right\} \]
\[ \leq \max \left\{ \left| \frac{f(\beta)}{f'(\beta)} \right|^m : 2 \leq m \leq N \right\} \]
\[ = \left| \frac{f(\beta)}{f'(\beta)} \right|^2 \]
\[ < |f(\beta)|, \]
and this establishes (3.5).

Now let \( g(x) = f'(x) \), so that \( g \) is a polynomial in \( O_K[x] \) and write

\[
g(x) = g_0(y) + \sum_{m=1}^{N-1} g_m(y)(x - y)^m.
\]

(3.9)

Again we find that each polynomial \( g_m \) belongs to \( O_k[x] \) and therefore

\[ \sup\{|g_m(x)| : x \in O_K\} \leq 1. \]

Let \( \beta \) be a point in \( D_f \). We apply (3.9) with \( x = \psi(\beta) \) and \( y = \beta \) and find that

\[
|f'(\psi(\beta)) - f'(\beta)| = |g(\psi(\beta)) - g(\beta)|
\]

\[
= \left| \sum_{m=1}^{N-1} g_m(\beta)(\psi(\beta) - \beta)^m \right|
\]

\[
\leq \max \{ |\psi(\beta) - \beta|^m : 1 \leq m \leq N - 1 \}
\]

\[
= \left| \frac{f(\beta)}{f'(\beta)} \right|
\]

\[
< |f'(\beta)|.
\]

By the case of equality in the strong triangle inequality we have

\[
|f'(\psi(\beta))| = |f'(\beta)|
\]

and this verifies (3.6). Combining (3.5) and (3.6) leads to the inequality

\[
|f(\psi(\beta))| < |f(\beta)| < |f'(\beta)|^2 = |f'(\psi(\beta))|^2,
\]

and this shows that \( \psi : D_f \to D_f \).

**Proof of Theorem 3.1.** By hypothesis the set \( D_f \) contains the point \( \xi_1 \). We define a sequence of points \( \xi_1, \xi_2, \xi_3, \ldots \) by iterating the map \( \psi \) defined in (3.4). That is, for \( n = 1, 2, 3, \ldots \) we set

\[
\xi_{n+1} = \psi(\xi_n).
\]

By Lemma 3.2 each point in the sequence \( \xi_1, \xi_2, \xi_3 \ldots \) belongs to \( D_f \). Using (3.5) we have

\[
|f(\xi_1)| > |f(\xi_2)| > |f(\xi_3)| > \cdots.
\]

(3.10)
From (3.6) we conclude that
\[(3.11) \quad |f'(\xi_1)| = |f'(\xi_2)| = |f'(\xi_3)| = \cdots .\]
We will also show that
\[(3.12) \quad |f(\xi_n)| \leq |f'(\xi_1)|^{2 \left\{\frac{|f(\xi_1)|}{|f'(\xi_1)|^2}\right\}^{2^n - 1}}\]
for each integer \(n = 1, 2, \ldots\). If \(n = 1\) then (3.12) is trivial. Assume that (3.12) holds for some positive integer \(n\). Using (3.5) and the inductive hypothesis (3.12) we get
\[
|f(\xi_{n+1})| \leq \left|\frac{f(\xi_n)}{f'(\xi_n)}\right|^2 \\
\leq |f'(\xi_1)|^{-2} \left(\left|\frac{f'(\xi_1)}{|f'(\xi_1)|^2}\right|^{2^n - 1}\right)^2 \\
= |f'(\xi_1)|^{2^n} \left\{\frac{|f(\xi_1)|}{|f'(\xi_1)|^2}\right\}^{2^n - 1},
\]
as required. It follows now from the hypothesis (3.1) and (3.12) that
\[(3.13) \quad \lim_{n \to \infty} |f(\xi_n)| = 0.\]
From (3.11) we obtain the identity
\[(3.14) \quad |\xi_{n+1} - \xi_n| = \left|\frac{f(\xi_n)}{f'(\xi_n)}\right| = \frac{|f(\xi_n)|}{|f'(\xi_1)|},\]
and therefore
\[(3.15) \quad \lim_{n \to \infty} |\xi_{n+1} - \xi_n| = 0.\]
If follows from (3.15) and the strong triangle inequality that \(\{\xi_n\}_{n=1}^{\infty}\) is a Cauchy sequence in the closed set \(O_K\). Hence there exists a point \(\alpha\) in \(O_K\) such that
\[(3.16) \quad \lim_{n \to \infty} \xi_n = \alpha.\]
As the polynomial map \(f : O_K \to O_K\) is continuous, (3.13) and (3.16) imply that
\[f(\alpha) = 0.\]
Of course the derivative of $f$ is also continuous and so (3.11) and (3.16) imply that
\begin{equation}
|f'(|\xi|)| = |f'(\alpha)| > 0.
\end{equation}
This shows that $\alpha$ is a simple zero of $f$.

Let the integer $m$ be so large that
\[|\alpha - \xi_m| < \frac{|f(|\xi|)|}{|f'(|\xi|)|}.
\]
Then using (3.10) and (3.14) we get
\begin{equation}
|\alpha - \xi_1| = |\alpha - \xi_m + \xi_m - \xi_{m-1} + \xi_{m-1} - \xi_{m-2} + \cdots + \xi_2 - \xi_1|
\leq \max \left\{ |\alpha - \xi_m|, \max \{ |\xi_{l+1} - \xi_l| : 1 \leq l \leq m - 1 \} \right\}
\leq \max \left\{ |\alpha - \xi_m|, \max \left\{ \frac{|f(|\xi|)|}{|f'(|\xi|)|} : 1 \leq l \leq m - 1 \right\} \right\}
\leq \frac{|f(|\xi|)|}{|f'(|\xi|)|}.
\end{equation}

Now suppose that $\gamma$ is a point in $O_K$ such that
\[\gamma \neq \alpha, \quad |\gamma - \xi_1| \leq \frac{|f(|\xi|)|}{|f'(|\xi|)|} \quad \text{and} \quad f(\gamma) = 0.
\]

From the identity (3.8) we have
\begin{equation}
0 = f(\gamma) - f(\alpha) = \sum_{m=1}^{N} f_m(\alpha) (\gamma - \alpha)^m.
\end{equation}
But for $2 \leq m \leq N$ we get
\begin{equation}
|f_m(\alpha)(\gamma - \alpha)^m| \leq |\gamma - \alpha|^2
\leq \max \{ |\gamma - \xi_1|, |\xi_1 - \alpha| \} |\gamma - \alpha|
\leq \frac{|f(|\xi|)|}{|f'(|\xi|)|} |\gamma - \alpha|
< |f'(|\xi|)| |\gamma - \alpha|
= |f_1(\alpha)(\gamma - \alpha)|,
\end{equation}
where we have used (3.17) at the last step. By the case of equality in the strong triangle inequality, the identity (3.19) and the strict inequality (3.20) are impossible. We have
shown that $\alpha$ is the unique zero of $f$ in the closed ball $B(f, \xi_1)$ defined by (3.2). This completes the proof of Hensel’s lemma.

In Chapter 3, section 3, we will state and prove a more algebraic form of Hensel’s lemma.

Exercises

3.1 Assume that $K$ is a field with a nontrivial, non-archimedean absolute value $| |$, and assume that $(K, | |)$ is complete. Let

$$f(x) = a_0x^N + a_1x^{N-1} + \cdots + a_{N-1}x + a_N$$

be a polynomial in $O_K[x]$ of positive degree. Assume that there exists a point $\alpha$ in $O_K$ such that

$$|f(\alpha)| < |\text{Disc}(f)|^2,$$

where $\text{Disc}(f)$ is the discriminant of $f$. Prove that $f$ has a root in $O_K$.

4. Local Fields

Let $K$ be a field with an absolute value $| |$. If $| |$ is the trivial absolute value then it induces the discrete topology in $K$, and so $K$ is locally compact. For the remainder of this section we assume that $| |$ is nontrivial, and so the metric topology induced in $K$ is not discrete. We say that $K$ is a local field if the metric topology induced by $| |$ in $K$ is locally compact and not discrete. Clearly a local field is also complete because a locally compact metric space is complete. As $\mathbb{R}$ and $\mathbb{C}$ are both locally compact, it follows from Theorem 2.2 that every archimedean local field is isometrically isomorphic to either $(\mathbb{R}, |^\theta_\infty)$ or $(\mathbb{C}, |^\theta_\infty)$ for some $\theta, 0 < \theta \leq 1$. As the archimedean local fields are determined (and familiar), our objective in this section is to characterize the non-archimedean local fields.

**Theorem 4.1.** Let $K$ be a field and $| |$ a nontrivial, non-archimedean absolute value on $K$. Then the following conditions are equivalent:

1. $K$ is complete, $| |$ is discrete, and the residue class field $O_K/M_K$ is finite,
2. $O_K$ is compact,
3. $K$ is locally compact.

**Proof.** Assume that (1) holds and let $\{\alpha_l\}_{l=1}^\infty$ be a sequence in $O_K$. As in the statement of Corollary 2.7, let $R_K$ be a complete set of distinct coset representatives for the finite residue class field $O_K/M_K$ and let $\pi$ in $M_K$ be a prime element. Then each point $\alpha_l$ has a unique expansion

$$\alpha_l = \sum_{n=0}^\infty a(l, n)\pi^n, \quad \text{with } a(l, n) \in R_K.$$
We now define a nested sequence of infinite subsets
\[
\{1, 2, 3, \ldots \} \supseteq S_0 \supseteq S_1 \supseteq S_2 \supseteq \ldots
\]
as follows. Because \( R_K \) is finite there exists \( b(0) \) in \( R_K \) such that \( a(l, 0) = b(0) \) for all integers \( l \) in an infinite subset \( S_0 \subseteq \{1, 2, 3, \ldots \} \). Then the finiteness of \( R_K \) implies that there exists \( b(1) \) in \( R_K \) such that \( a(l, 1) = b(1) \) for all integers \( l \) in an infinite subset \( S_1 \subseteq S_0 \). Again the finiteness of \( R_K \) implies that there exists \( b(2) \) in \( R_K \) such that \( a(l, 2) = b(2) \) for all integers \( l \) in an infinite subset \( S_2 \subseteq S_1 \). Continuing in this manner we determine a sequence of points \( \{b(n)\}_{n=0}^{\infty} \) in \( R_K \) such that for every nonnegative integer \( N \) we have
\[
a(l, n) = b(n) \quad \text{for } n = 0, 1, 2, \ldots, N, \quad \text{and } l \in S_N.
\]
As \( K \) is complete the point
\[
\beta = \sum_{n=0}^{\infty} b(n)\pi^n
\]
belongs to \( O_K \). Let \( L_0 < L_1 < L_2 < \ldots \) be an increasing sequence of positive integers such that \( L_N \) is in \( S_N \) for each nonnegative integer \( N \). Then we have
\[
\sum_{n=0}^{N} a(L_N, n)\pi^n = \sum_{n=0}^{N} b(n)\pi^n
\]
for each nonnegative integer \( N \). It follows that
\[
|\alpha_{L_N} - \beta| = |\sum_{n=0}^{\infty} a(L_N, n)\pi^n - \sum_{n=0}^{\infty} b(n)\pi^n|
\]
\[
= |\sum_{n=N+1}^{\infty} \{a(L_N, n) - b(n)\}\pi^n|
\]
\[
\leq \max\{|\pi|^n : N + 1 \leq n\}
\]
\[
= |\pi|^{N+1}.
\]
This shows that an arbitrary sequence in \( O_K \) has a convergent subsequence. Hence \( O_K \) is compact.

Assume that (2) holds. Every closed ball in \( K \) with positive radius has the form
\[
B_K(\beta, \gamma) = \{\alpha \in K : |\alpha - \beta| \leq |\gamma|\}\]
for some $\beta$ in $K$ and $\gamma$ in $K^\times$. The map $x \to \gamma x + \beta$ is obviously continuous and maps $O_K$ onto $B_K(\beta, \gamma)$. Thus $B_K(\beta, \gamma)$ is compact. As every closed ball of positive radius in $K$ is compact, it follows that $K$ is locally compact.

Assume that (3) holds. Then $K$ is complete and every closed ball of positive radius is compact. In particular the set $O_K$ is compact. Now suppose that

$$(4.1) \quad \sup\{|\alpha| : \alpha \in M_K\} = 1.$$ 

Let $\{\alpha_n\}_{n=1}^\infty$ be a sequence of points in $M_K$ such that

$$0 < |\alpha_1| < |\alpha_2| < |\alpha_3| < \ldots, \quad \text{and} \quad \lim_{n \to \infty} |\alpha_n| = 1.$$ 

By the compactness of $O_K$ the sequence $\{\alpha_n\}_{n=1}^\infty$ must have a convergent subsequence. By the case of equality in the strong triangle inequality we have

$$|\alpha_m - \alpha_n| = \max\{\alpha_m, \alpha_n\} \geq |\alpha_1| > 0$$

whenever $m \neq n$. This shows that $\{\alpha_n\}_{n=1}^\infty$ has no Cauchy subsequence and therefore no convergent subsequence. Hence the assumption (4.1) is false and so $\|\|$ is a discrete absolute value. Finally, we suppose that $R_K$ is a complete set of distinct coset representatives for the residue class field $O_K/M_K$. If $R_K$ is infinite then by the compactness of $O_K$ it must have a limit point in $O_K$. But if $a$ and $b$ are distinct elements of $R_K$ then $|a - b| = 1$. The contradiction shows that $R_K$ is finite and therefore $O_K/M_K$ is a finite field.

If $(K, \|\|)$ is a non-archimedean local field then the residue class field $O_K/M_K$ is a finite field and so $|O_K/M_K|$, the number of elements in $O_K/M_K$, is a prime power, say, $q = p^m$ where $p$ is a prime number and $m$ is a positive integer. Also, $M_K$ is a principal, maximal ideal in the ring $O_K$ generated by a prime element $\pi$, $|\pi| < 1$, and the multiplicative value group of $(K, \|\|)$ is the subset

$$\{|\pi|^n : n \in \mathbb{Z}\}.$$ 

Of course $|\pi|^\theta$ is an equivalent absolute value for every positive real $\theta$. Therefore we can always select an equivalent absolute value $|\pi|^\theta$ in such a way that $|\pi|^\theta = q^{-1}$. We say that the resulting choice of an absolute value is normalized. Later we will see other convenient ways to select a normalized absolute value on a local field.

5. Absolute Values on $\mathbb{Q}$

We will describe all the nontrivial absolute values on the field $\mathbb{Q}$ of rational numbers. First of all there is the usual archimedean absolute value on $\mathbb{Q}$. In situations such as this, where we need to refer to several different absolute values on $\mathbb{Q}$, we will write $|\pi|_\infty$.
5. ABSOLUTE VALUES ON $\mathbb{Q}$

for the usual archimedean absolute value. It is trivial that $\Phi(\| \cdot \|_\infty) = 2$, and therefore $\Theta(\| \cdot \|_\infty) = (0, 1]$. Thus the usual absolute value $\| \cdot \|_\infty$ is the unique absolute value in its place that satisfies $\| 2 \|_\infty = 2$.

Next, for each prime number $p$ there is the usual $p$-adic absolute value $\| \cdot \|_p$. This is defined on $\mathbb{Q}$ as follows. If $\beta$ is a nonzero rational number then by the fundamental theorem of arithmetic we can write

$$\beta = \pm 2^{w_2(\beta)}3^{w_3(\beta)}5^{w_5(\beta)}7^{w_7(\beta)}\cdots,$$

where $\{w_q(\beta)\}$ is a sequence of integers indexed by the set of prime numbers $q$ and $w_q(\beta) = 0$ for all but finitely many $q$. In particular there is no question of convergence with respect to this product because all but finitely many terms are equal to 1. Then the usual $p$-adic absolute value of $\beta$ is defined by

$$|\beta|_p = p^{-w_p(\beta)}.$$ 

Of course we also have $|0|_p = 0$. In this case we find that $\Phi(\| \cdot \|_p) = 1$, $\Theta(\| \cdot \|_p) = (0, \infty)$, and therefore $\| \cdot \|_p$ is a non-archimedean absolute value on $\mathbb{Q}$. The usual $p$-adic absolute value $\| \cdot \|_p$ is the unique absolute value in its place that satisfies $\| p \|_p = p^{-1}$.

Clearly the multiplicative value group associated to $\| \cdot \|_p$ is

$$\{p^{-m} : m \in \mathbb{Z}\},$$

and $\| \cdot \|_p$ is a discrete absolute value on $\mathbb{Q}$. Then

$$\{\beta \in \mathbb{Q} : |\beta|_p \leq 1\} = \{a/b \in \mathbb{Q} : p \nmid b\}$$

is an integral domain, and

$$\{\beta \in \mathbb{Q} : |\beta|_p < 1\} = \{a/b \in \mathbb{Q} : p|a, \text{ and } p \nmid b\}$$

is its unique maximal ideal. If $a/b$ is in $\mathbb{Q}$ and $p \nmid b$ then $a\overline{b}$ is a well defined element of $\mathbb{Z}/p\mathbb{Z}$, where $\overline{b}$ denotes the inverse of $b$ in $\mathbb{Z}/p\mathbb{Z}$. Moreover, it is easy to check that the map $a/b \rightarrow a\overline{b}$ is a surjective homomorphism. As the kernel of this homomorphism is clearly the maximal ideal (5.3), it follows that the residue class field is isomorphic to $\mathbb{Z}/p\mathbb{Z}$, and $\{0, 1, 2, \ldots, p - 1\}$ is a complete set of distinct coset representatives.

Using Theorem 1.2 we find that any two distinct absolute values in the set

$$\{| \cdot |_\infty, \| \cdot \|_2, \| \cdot \|_3, \| \cdot \|_5, \| \cdot \|_7, \ldots \}$$

are not equivalent, and so the places they determine are distinct. It is a basic result of Ostrowski [7] that this accounts for all the nontrivial absolute values on $\mathbb{Q}$. 
Theorem 5.1. Every nontrivial absolute value on $\mathbb{Q}$ is equivalent to exactly one of the absolute values in the set (5.4).

Proof. Suppose that $|\cdot| : \mathbb{Q} \to [0, \infty)$ is a nontrivial absolute valued on $\mathbb{Q}$. Let $a > 1$ and $b > 1$ be integers. Write $a$ in the base $b$, so that

$$a = d_0 + d_1 b + d_2 b^2 + \cdots + d_M b^M,$$

where

$$M = \left\lfloor \frac{\log a}{\log b} \right\rfloor$$

is a nonnegative integer, and

$$d_m \in \{0, 1, 2, \ldots, b - 1\} \quad \text{for} \quad m = 0, 1, 2, \ldots, M.$$

Then we have

$$|a| \leq |d_0| + |d_1||b| + |d_2||b|^2 + \cdots + |d_M||b|^M$$

$$\leq (M + 1) \max\{|1|, |2|, \ldots, |b - 1|\} \max\{1, |b|\}^M.$$ 

Next we apply (5.5) with $a$ replaced by $a^N$, we take $N$th roots of both sides of (5.5) and then let $N \to \infty$. In this way we establish the inequality

$$|a|^{|\log b|} \leq \max\{1, |b|\}^{|\log a|}.$$ 

We now consider two cases. First assume that $a$ can be selected so that $1 < |a|$. Then (5.6) implies that $1 < |b|$ for all integers $b > 1$. By interchanging $a$ and $b$ in (5.6) we find that

$$|a|^{|\log b|} \leq \max\{1, |b|\}^{|\log a|} = |b|^{|\log a|} \leq \max\{1, |a|\}^{|\log b|} = |a|^{|\log b|}.$$ 

That is, $(\log b) \log |a| = (\log a) \log |b|$, or

$$\det \begin{pmatrix} \log |a| & \log a \\ \log |b| & \log b \end{pmatrix} = 0.$$ 

Thus there exists a constant $\theta \neq 0$ such that

$$\theta \log |a| = \log a \quad \text{and} \quad \theta \log |b| = \log b.$$ 

Obviously $\theta$ is positive and it follows that $|\cdot|^{\theta}$ is the usual absolute value on $\mathbb{Z}$. From Lemma 1.5 we conclude that $|\cdot|^{\theta}$ is the usual absolute value on $\mathbb{Q}$. 
Finally, we assume that \( |a| \leq 1 \) for all integers \( a > 1 \). If \( |a| = 1 \) for all integers \( a > 1 \) then it is clear that \( | \cdot | \) is trivial. Thus there exists a smallest positive integer \( p \) such that \( |p| < 1 \). If \( p = ab \) with \( a > 1 \) and \( b > 1 \) then \( |p| = |a||b| < 1 \), which is impossible. This shows that \( p \) is a prime number. Now let \( q \) be an integer such that \( p \nmid q \). Then there exist integers \( r \) and \( s \) such that \( 1 = pr + qs \). It follows that 
\[
1 = |pr + qs| \leq |p| + |q|.
\]
Replacing \( q \) with \( q^N \) we get
\[(5.7) 1 - |p| \leq |q|^N.
\]
Letting \( N \to \infty \) in (5.7) shows that \( |q| = 1 \). If \( a > 1 \) is an integer then we can write \( a = p^m q \) where \( m \geq 0 \) is an integer and \( q \) is an integer such that \( p \nmid q \). Then the value of \( |a| \) is given by
\[(5.8) |a| = |p|^m |q| = |p|^m.
\]
Finally, we select a positive constant \( \theta \) so that \( |p|^\theta = p^{-1} \). From (5.8) we conclude that \( | \cdot |^\theta \) is equal to the \( p \)-adic absolute value on \( \mathbb{Z} \). And Lemma 6.1 implies that \( | |^\theta \) is the \( p \)-adic absolute value on \( \mathbb{Q} \).

In sympathy with the notation used to denote the nontrivial absolute values on \( \mathbb{Q} \), we write \( \mathbb{Q}_\infty \) for the completion of \((\mathbb{Q}, | |_\infty)\), and at each prime number \( p \) we write \( \mathbb{Q}_p \) for the completion of \((\mathbb{Q}, | |_p)\). We often speak of \( \mathbb{Q}_\infty \) as the completion of \( \mathbb{Q} \) at the place \( \infty \), or at the infinite place, and speak of \( \mathbb{Q}_p \) as the completion of \( \mathbb{Q} \) at the place \( p \), or at a finite place. In these cases we continue to write \( | |_\infty \) or \( | |_p \) for the absolute value extended to the completion, and we identify \( \mathbb{Q} \) with its image in each completion. Of course \((\mathbb{Q}_\infty, | |_\infty)\) is isometrically isomorphic to \((\mathbb{R}, | |_\infty)\), and we use \( \mathbb{Q}_\infty \) as a convenient, alternative notation for \( \mathbb{R} \).

For each prime number \( p \) the field \( \mathbb{Q}_p \) is the field of \( p \)-adic numbers. The multiplicative value group is clearly 
\[\{p^{-m} : m \in \mathbb{Z}\},\]
and therefore \( | |_p \) is a discrete absolute value on \( \mathbb{Q}_p \). We will also use the standard notation
\[\mathbb{Z}_p = \{\alpha \in \mathbb{Q}_p : |\alpha|_p \leq 1\}\]
for the ring of \( p \)-adic integers. The ring \( \mathbb{Z}_p \) is an integral domain, \( \mathbb{Q}_p \) is its field of fractions, and
\[M_p = \{\alpha \in \mathbb{Z}_p : |\alpha|_p < 1\}\]
is the unique maximal ideal in \( \mathbb{Z}_p \). We note that \( M_p \) is the principal ideal \( M_p = p\mathbb{Z}_p \). It follows from Lemma 2.3 that \( \mathbb{Z}_p/M_p \) is isomorphic to \( \mathbb{Z}/p\mathbb{Z} \), and \( \{0, 1, 2, \ldots, p - 1\} \).
is a complete set of distinct coset representatives for \( \mathbb{Z}_p/M_p \). If \( \alpha \neq 0 \) is a point in \( \mathbb{Q}_p \), if \( |\alpha|_p = |p|_p^{\nu} = p^{-L} \), then by Corollary 2.7 there exists a unique sequence \( \{a(n)\}_{n=L}^\infty \) of points in \( \{0, 1, 2, \ldots, p-1\} \) such that

\[
\alpha = \sum_{n=L}^{\infty} a(n)p^n \quad \text{and} \quad a(L) \neq 0.
\]

Thus the points of \( \mathbb{Q}_p^\times \) are in bijective correspondence with expansions of the form (5.9).

As an illustration of the use of Hensel's lemma, we consider the problem of determining a root in \( \mathbb{Q}_7 \) of the polynomial \( f(x) = x^3 - x + 1 \). Clearly this polynomial has no roots in \( \mathbb{Q} \) and, by the case of equality in the strong triangle inequality, a root in \( \mathbb{Q}_7 \) must occur in \( \mathbb{Z}_7 \). If \( \alpha \) in \( \mathbb{Z}_7 \) is a root of \( f \) then the image of \( \alpha \) in the residue class field \( \mathbb{Z}/7\mathbb{Z} \) is a root of the congruence \( x^3 - x + 1 \equiv 0 \mod 7 \). It is easy to check that the only root of this congruence is \( x \equiv 2 \mod 7 \). Therefore a root \( \alpha \) in \( \mathbb{Z}_7 \) of the polynomial \( f(x) = x^3 - x + 1 \) must satisfy

\[
|\alpha - 2|_7 \leq 7^{-1}.
\]

Of course this does not yet establish that such a root exists. However, we have \( |f'(2)|_7 = 1 \), and therefore the inequality (3.1) in the statement of Hensel's lemma is satisfied with \( \xi_1 = 2 \). It follows that \( f(x) = x^3 - x + 1 \) does have a unique root \( \alpha \) in the closed ball (5.10). Moreover, the proof of Hensel's lemma provides a sequence of rational numbers that converge rapidly to \( \alpha \). Let \( \varphi(x) \) be the rational function

\[
\varphi(x) = x - \frac{f(x)}{f'(x)} = \frac{2x^3 - 1}{3x^2 - 1}.
\]

Then define a sequence of rational numbers \( \xi_1 = 2, \xi_2, \xi_3, \ldots \) by setting

\[
\xi_{n+1} = \varphi(\xi_n) \quad \text{for} \quad n = 1, 2, 3, \ldots
\]

We find that

\[
\xi_1 = 2, \quad \xi_2 = \frac{15}{11}, \quad \xi_3 = \frac{5419}{6094}, \quad \text{and} \quad \xi_4 = \frac{45976035767}{155274653809}.
\]

Using the estimate given in (3.12) we get

\[
|f(\xi_n)|_7 \leq 7^{-2^{n-1}},
\]

and (3.14) implies that

\[
|\xi_{n+1} - \xi_n|_7 \leq |f(\xi_n)|_7 \leq 7^{-2^{n-1}} \quad \text{for} \quad n = 1, 2, 3, \ldots.
\]

It follows from (5.11) and the strong triangle inequality that

\[
|\alpha - \xi_n|_7 \leq |f(\xi_n)|_7 \leq 7^{-2^{n-1}} \quad \text{for} \quad n = 1, 2, 3, \ldots.
\]

This confirms our remark that the sequence of rational numbers \( \{\xi_n\}_{n=1}^\infty \) converges rapidly to the root \( \alpha \) in \( \mathbb{Z}_7 \).

The collection of absolute values in the set (5.4) satisfies the following basic identity.
6. Valuations

**Theorem 5.2 (The Product Formula).** If \( \beta \) is a nonzero rational number then

\[
|\beta|_\infty \prod_p |\beta|_p = 1,
\]

where the product on the left of (5.12) runs over all prime numbers \( p \).

**Proof.** This is essentially trivial. For if \( \beta \) has the factorization (5.1) then

\[
\prod_p |\beta|_p = \prod_p p^{-w_p(\beta)} = |\beta|_\infty^{-1}.
\]

6. Valuations

Let \( k \) be a field. A *valuation* on \( k \) is a map \( x \to v(x) \) from \( k \) into the set \( \mathbb{R} \cup \{ \infty \} \) that satisfies the following three conditions:

(i) \( v(x) = \infty \) if and only if \( x = 0 \),

(ii) \( v(xy) = v(x) + v(y) \) for all \( x \) and \( y \) in \( k \),

(iii) \( v(x + y) \geq \min\{v(x), v(y)\} \) for all \( x \) and \( y \) in \( k \).

The concept of a valuation and that of a non-archimedean absolute value differ only in notation. Suppose that \( v \) is a valuation on \( k \). Then for every positive real number \( \theta \) the map \( x \to \exp\{-\theta v(x)\} \) defines a non-archimedean absolute value on \( k \). Suppose that \( |\cdot| \) is a non-archimedean absolute value on \( k \). Then for every positive real number \( \theta \) the map \( x \to -\theta \log |x| \) defines a valuation on \( k \). We note, however, that there is no correspondence of this sort between archimedean absolute values and valuations. When working with fields that have archimedean places we will generally use absolute values.

In the case of some function fields where we would use only non-archimedean absolute values, it may be more convenient to use valuations.

In view of these remarks all concepts that apply to non-archimedean absolute values can also be applied to valuations. For example, if \( v \) is a valuation on \( k \) then the map \( (x, y) \to \exp\{\theta v(x - y)\} \) from \( k \times k \) into \( [0, \infty) \) is a metric and induces a metric topology in \( k \). We say that two valuations \( v_1 \) and \( v_2 \) on \( k \) are equivalent if they induce the same metric topology. Then Theorem 1.2 shows that \( v_1 \) and \( v_2 \) are equivalent if and only if

\[
\{ x \in k : v_1(x) \geq 0 \} = \{ x \in k : v_2(x) \geq 0 \}.
\]

If \( v \) is a nontrivial valuation on \( k \) then \( v : k^\times \to \mathbb{R} \) is a homomorphism from the multiplicative group \( k^\times \) into the additive group of real numbers. Its image

\[
v(k^\times) = \{ v(\alpha) : \alpha \in k^\times \}
\]
is a nontrivial subgroup. This subgroup is called the \textit{additive value group} of \((k, v)\). Then \(v\) is said to be a \textit{discrete valuation} if its additive value group is a discrete subgroup. Obviously \(v\) is a discrete valuation if and only if there exists a positive constant \(\theta\) such that the equivalent valuation \(x \rightarrow \theta v(x)\) has additive value group equal to \(\mathbb{Z}\).

As an example, suppose that \(\beta\) is a nonzero rational number given, as in (5.1), by
\[
\beta = \pm 2^{w_2(\beta)} 3^{w_3(\beta)} 5^{w_5(\beta)} 7^{w_7(\beta)} \ldots.
\]
Then the usual \(p\)-adic absolute value of \(\beta\) is
\[
|\beta|_p = p^{-w_p(\beta)}.
\]
If we extend the map \(w_p : \mathbb{Q}^\times \rightarrow \mathbb{Z}\) by setting \(w_p(0) = \infty\), then \(\beta \rightarrow w_p(\beta)\) is a valuation on \(\mathbb{Q}\).

\section{Valuations on \(k(x)\)}
Let \(k\) be a field. In this section we will describe all the nontrivial valuations on the rational function field \(k(x)\), that are trivial on the subfield \(k\), and have \(\mathbb{Z}\) as additive value group. That is, we will describe all the surjective maps
\[
v : k(x) \rightarrow \mathbb{Z} \cup \{\infty\}
\]
such that
\begin{enumerate}
  \item \(v(F) = \infty\) if and only if \(F = 0\) in \(k(x)\),
  \item \(v(FG) = v(F) + v(G)\) for all \(F\) and \(G\) in \(k(x)\),
  \item \(v(F + G) \geq \min\{v(F), v(G)\}\) for all \(F\) and \(G\) in \(k(x)\),
  \item \(v(F) = 0\) whenever \(F\) is a nonzero constant in \(k(x)\).
\end{enumerate}
We note that such valuations are nontrivial because their additive value group is \(\mathbb{Z}\).

Let \(\mathcal{F}_k \subseteq k[x]\) be the subset of all monic, irreducible polynomials. It turns out that the collection of all surjective maps satisfying (i), (ii), (iii) and (iv), is conveniently indexed by the set \(\mathcal{F}_k \cup \{\infty\}\). If \(F \neq 0\) is in \(k(x)\) then we have the factorization
\[
(7.1) \quad F(x) = a \prod_{j=1}^{J} q_j(x)^{m_j},
\]
where \(a\) is a nonzero constant in \(k\), \(q_1, q_2, \ldots, q_J\) are distinct, monic, irreducible polynomials in \(k[x]\), and \(m_1, m_2, \ldots, m_J\) are nonzero integers. For each monic, irreducible polynomial \(p(x)\) in \(k[x]\) we define the map
\[
\text{ord}_{p(x)} : k[x] \rightarrow \mathbb{Z} \cup \{\infty\}
\]
by
\[ \text{ord}_{p(x)}(F) = \begin{cases} \ m_j & \text{if } p(x) = q_j(x) \text{ for some integer } j, \\ 0 & \text{if } p(x) \neq q_j(x) \text{ for each integer } j. \end{cases} \]

Of course we set \( \text{ord}_{p(x)}(0) = \infty \). Then it is easy to check that \( \text{ord}_{p(x)} \) is surjective and satisfies the conditions (i), (ii), (iii) and (iv). Thus each map \( \text{ord}_{p(x)} \) is a valuation on \( k(x) \) with additive value group \( \mathbb{Z} \), and the restriction of this valuation to the subfield \( k \) is trivial. If \( p_1 \) and \( p_2 \) are distinct elements of \( \mathcal{F}_k \) then the corresponding valuations satisfy
\[ \text{ord}_{p_1(x)}(p_1) = \text{ord}_{p_2(x)}(p_2) = 1 \quad \text{and} \quad \text{ord}_{p_1(x)}(p_2) = \text{ord}_{p_2(x)}(p_1) = 0. \]

It follows using Theorem 1.2 that \( \text{ord}_{p_1(x)} \) and \( \text{ord}_{p_2(x)} \) are not equivalent.

There is one further valuation that we denote by
\[ \text{ord}_\infty : k[x] \to \mathbb{Z} \cup \{\infty\}. \]

If \( F \neq 0 \) is in \( k(x) \), write \( F(x) = f(x)/g(x) \), where \( f(x) \) and \( g(x) \neq 0 \) are relatively prime polynomials in \( k[x] \). Then we define
\[ \text{ord}_\infty(F) = \deg g - \deg f. \]

Again we find that \( \text{ord}_\infty \) is surjective and satisfies the conditions (i), (ii), (iii) and (iv). Clearly \( \text{ord}_\infty \) is not equivalent to any valuation \( \text{ord}_{p(x)} \) for \( p(x) \) in \( \mathcal{F}_k \).

The following result is an analogue of Theorem 5.1.

**Theorem 7.1.** Let \( v : k(x) \to \mathbb{Z} \cup \{\infty\} \) be a valuation with additive value group \( \mathbb{Z} \) and assume that the restriction of \( v \) to \( k \) is trivial. If \( v \) is nonnegative on the polynomial ring \( k[x] \), then there exists a monic irreducible polynomial \( p(x) \) in \( k[x] \) such that \( v \) is \( \text{ord}_{p(x)} \). If \( v \) takes a negative value on \( k[x] \), then \( v \) is \( \text{ord}_\infty \).

**Proof.** Assume that \( v \) is nonnegative on \( k[x] \). If \( v \) is identically 0 on \( k[x] \), then \( v \) is identically 0 on \( k(x) \). In fact \( v \) is nontrivial and so there exists a polynomial \( p(x) \) of minimal degree such that \( v(p) > 0 \). Because \( v \) is trivial on \( k \) we may assume that \( p(x) \) is monic. If \( p(x) \) factors in \( k[x] \) as \( p(x) = f(x)g(x) \), where \( f \) and \( g \) have positive degree, then \( v(p) = v(f) + v(g) > 0 \), which is impossible. Hence the monic polynomial \( p(x) \) is irreducible. Now suppose that \( q(x) \) is in \( k[x] \) and is not divisible by \( p(x) \). By the division algorithm there exist nonzero polynomials \( r(x) \) and \( s(x) \) in \( k[x] \) such that
\[ q(x) = p(x)r(x) + s(x) \quad \text{and} \quad 0 \leq \deg s < \deg p. \]

It follows that \( v(s) = 0 \), and therefore
\[ 0 = v(q - pr) \geq \min\{v(q), v(p) + v(r)\} \geq \min\{v(q), v(p)\} = v(q). \]
In particular we have \( v(q) = 0 \) whenever \( q \) is in \( F_k \) and \( q \neq p \). If \( F(x) \neq 0 \) in \( k(x) \) has the factorization (7.1), then we find that

\[
v(F) = \begin{cases} 
m_jv(p) & \text{if } p(x) = q_j(x) \text{ for some integer } j, \\
0 & \text{if } p(x) \neq q_j(x) \text{ for each integer } j.
\end{cases}
\]

As the additive value group is \( \mathbb{Z} \) we must have \( v(p) = 1 \). We have shown that \( v \) is equal to \( \text{ord}_p(x) \).

Now assume that \( v \) takes some negative value on \( k[x] \). As before, there exists a monic polynomial \( p(x) \) of minimal degree such that \( v(p) < 0 \). Write

\[
p(x) = x^M + c_1x^{M-1} + c_2x^{M-2} + \cdots + c_M = x^M + q(x),
\]

where \( 1 \leq M \) and \( v(q) = 0 \). Then we have

\[
0 > v(p) \geq \min\{v(x^M), v(q)\} = Mv(x),
\]

and therefore \( 0 > v(x) \). Suppose that \( f(x) \neq 0 \) is an arbitrarily polynomial in \( k[x] \), \( \deg f = N \), and

\[
f(x) = d_0x^N + d_1x^{N-1} + d_2x^{N-2} + \cdots + d_N \quad \text{where } d_0 \neq 0.
\]

Then we have

\[
v(d_0x^N) = Nv(x), \quad \text{and } v(d_nx^{N-n}) \geq (N-n)v(x) \quad \text{for } n = 1, 2, \ldots, N.
\]

From the case of equality in the strong triangle inequality we conclude that

(7.2)  \quad v(f) = Nv(x) = (\deg f)v(x).

More generally, if \( f(x) \) and \( g(x) \neq 0 \) are relatively prime polynomials in \( k[x] \) then (7.2) implies that

\[
v(f/g) = (\deg f - \deg g)v(x).
\]

Because the additive value group is \( \mathbb{Z} \) we must have \( v(x) = -1 \). We have shown that \( v \) is equal to \( \text{ord}_\infty \).

If \( F \neq 0 \) is in \( k(x) \) and has the factorization (7.1), then we have the identity

(7.3)  \quad \text{ord}_\infty(F) = - \sum_{j=1}^{J} m_j \deg q_j.

This is plainly an analogue of Theorem 5.2. It is usually reformulated as follows, with a sum over all the absolute values identified in Theorem 7.1.
Theorem 7.2. If $F$ is a nonzero element of the field $k(x)$ then

\begin{equation}
\text{ord}_\infty(F) + \sum_{p(x) \in F_k} \text{ord}_{p(x)}(F) \deg p = 0,
\end{equation}

where only finitely many terms in the sum are not equal to zero.

In this setting (7.4) is known as the sum formula.

If $k = \overline{k}$ is algebraically closed then

$$F_k = \{(x - \alpha) : \alpha \in k\}.$$

Thus the valuations on $k(x)$ that are trivial on $k$ and have $\mathbb{Z}$ as additive value group, are conveniently indexed by the elements of the set $k \cup \infty$. In this special case we will simplify our notation and write $\text{ord}_\alpha(F)$ rather than $\text{ord}_{(x-\alpha)}(F)$. If $F \neq 0$ is in $k(x)$ and $k = \overline{k}$ is algebraically closed, then the sum formula becomes

\begin{equation}
\text{ord}_\infty(F) + \sum_{\alpha \in k} \text{ord}_\alpha(F) = 0.
\end{equation}

As an application of (7.5) we prove the $ABC$-inequality for polynomials. Assume that $k = \overline{k}$ is an algebraically closed field of characteristic zero. Then let

$$\varphi_0(x), \varphi_1(x), \ldots, \varphi_N(x)$$

be polynomials in $k[x]$ that have no common zero in $k$. We assume that $\varphi_0, \varphi_1, \ldots, \varphi_N$ span a vector space of dimension $N$ over $k$, and satisfy the identity

\begin{equation}
\varphi_0(x) + \varphi_1(x) + \cdots + \varphi_N(x) = 0.
\end{equation}

Then we define the set of common zeros

\begin{equation}
\mathcal{Z} = \{\alpha \in k : \prod_{n=0}^N \varphi_n(\alpha) = 0\}.
\end{equation}

It is obvious that the cardinality of $\mathcal{Z}$ is bounded from above by

$$|\mathcal{Z}| \leq \sum_{n=0}^N \deg \varphi_n.$$

In this setting the $ABC$-inequality of Stothers [9] and Mason, (see [2], Lemma, p. 222, [3], Lemma 2, p. 14, or [4], Lemma, p. 152,) provides a nontrivial lower bound for $|\mathcal{Z}|$. 

**Theorem 7.3.** Let $k = \overline{k}$ be an algebraically closed field of characteristic zero. Let $\varphi_0, \varphi_1, \ldots, \varphi_N$ be polynomials in $k[x]$ that span a vector space of dimension $N$ over $k$, and satisfy the linear equation (7.6). Assume that the polynomials have no common zero in $k$ and let $Z$ be defined by (7.7). Then we have

\[
\max\{\deg \varphi_n : 0 \leq n \leq N\} \leq \left(\frac{N}{2}\right)\{|Z| - 1\}.
\]

**Proof.** Among the polynomials $\varphi_0, \varphi_1, \ldots, \varphi_N$, we may assume that $\varphi_0$ has the maximum degree. For each nonnegative integer $l$ we define the differential operator

\[
D^{(l)} = \frac{1}{l!} \left(\frac{d}{dx}\right)^l.
\]

Using these operators we define the Wronskian

\[
W_m(x) = \det(D^{(l-1)}\varphi_n(x)),
\]

where $l = 1, 2, \ldots, N$ indexes rows and $n = 0, 1, 2, \ldots, m - 1, m + 1, \ldots, N$ indexes columns. By hypothesis the polynomials $\varphi_0, \varphi_1, \ldots, \varphi_N$ are $K$-linearly independent, and therefore the Wronskian $W_m(x)$ is not identically zero. Using (7.6) we find that

\[
(-1)^m W_m(x) = (-1)^n W_n(x) \quad \text{for} \quad 0 \leq m < n \leq N.
\]

From the sum formula (7.5) we have

\[
0 = \ord_\infty \{W_0\} + \sum_{\alpha \in K} \ord_\alpha \{W_0\}
\]

\[
\geq \ord_\infty \{W_0\} + \sum_{\alpha \in \mathbb{Z}} \ord_\alpha \{W_0\},
\]

Next we use the two basic inequalities:

\[
\ord_\infty \{W_0\} \geq \sum_{n=1}^N \ord_\infty \{\varphi_n\} + \left(\frac{N}{2}\right),
\]

and

\[
\ord_\alpha \{W_0\} \geq \sum_{n=1}^N \ord_\alpha \{\varphi_n\} - \left(\frac{N}{2}\right).
\]
In fact the inequality (7.12) can be slightly improved. If \( \alpha \) is in \( \mathbb{Z} \) then there exists an integer \( m = m(\alpha) \) such that \( \text{ord}_\alpha \{ \varphi_m \} = 0 \). In view of (7.9) we have
\[
\text{ord}_\alpha \{ W_0 \} = \text{ord}_\alpha \{ W_m \} \\
\geq \sum_{n=0}^{N} \text{ord}_\alpha \{ \varphi_n \} - \binom{N}{2} \\
= \sum_{n=0}^{N} \text{ord}_\alpha \{ \varphi_n \} - \binom{N}{2}.
\]

(7.13)

It follows now using (7.10), (7.11) and (7.13) that
\[
0 \geq \sum_{n=1}^{N} \text{ord}_\infty \{ \varphi_n \} + \binom{N}{2} + \sum_{\alpha \in \mathbb{Z}} \left\{ \sum_{n=0}^{N} \text{ord}_\alpha \{ \varphi_n \} - \binom{N}{2} \right\} \\
= \sum_{n=1}^{N} \text{ord}_\infty \{ \varphi_n \} + \binom{N}{2} + \left\{ \sum_{n=0}^{N} \sum_{\alpha \in \mathbb{Z}} \text{ord}_\alpha \{ \varphi_n \} \right\} - \binom{N}{2} |\mathbb{Z}| \\
= \sum_{n=1}^{N} \text{ord}_\infty \{ \varphi_n \} - \sum_{n=0}^{N} \text{ord}_\infty \{ \varphi_n \} - \binom{N}{2} \{|\mathbb{Z}| - 1\},
\]
and therefore
\[
0 \geq \deg \varphi_0 - \binom{N}{2} \{|\mathbb{Z}| - 1\}.
\]

(7.14)

**Exercises**

7.1 Prove the inequalities (7.11) and (7.12) in the proof of Theorem 7.3.

7.2 Let \( k = \overline{k} \) be an algebraically closed field of characteristic zero. Suppose that \( A(x) \), \( B(x) \), and \( C(x) \) are polynomials in the ring \( k[x] \) with no common zero, and positive degrees. Prove that these polynomials cannot satisfy the Fermat equation
\[
A(x)^N + B(x)^N = C(x)^N, \quad \text{where} \quad 3 \leq N.
\]

7.3 Let \( k = \overline{k} \) be an algebraically closed field of characteristic zero. Suppose that \( A(x) \), \( B(x) \), and \( C(x) \) are polynomials in the ring \( k[x] \) with no common zero, and positive degrees. Prove that these polynomials cannot satisfy the generalized Fermat equation
\[
A(x)^L + B(x)^M = C(x)^N, \quad \text{where} \quad L^{-1} + M^{-1} + N^{-1} \leq 1.
\]
II. LOCAL FIELDS

8. Invariant Measures

Let $G$ be a locally compact abelian group, written additively. That is, $G$ is an abelian group, $G$ is a topological space, and the map from $G \times G$ to $G$ given by $(x, y) \rightarrow x - y$ is continuous. We recall that the collection $\mathcal{B}_G$ of Borel sets in $G$ is the $\sigma$-algebra generated by the open sets in $G$. If $E$ is a Borel set in $G$ then the translation

$$x + E = \{x + y : y \in E\}$$

is also a Borel set for each point $x$ in $G$. Moreover, there exists a measure $\mu$ on the $\mathcal{B}_G$ such that

(i) $\mu(C) < \infty$ if $C \subseteq G$ is compact,

(ii) $0 < \mu(E)$ if $E \subseteq G$ is open and not empty,

(iii) $\mu(E) = \mu(x + E)$ for all Borel sets $E$ and all points $x$ in $G$.

Such a measure $\mu$ is called a Haar measure. Haar measure is unique up to a positive multiplicative constant. That is, if $\mu_1$ and $\mu_2$ are both Haar measures on the the $\sigma$-algebra of Borel subsets of $G$, then there exists a positive constant $\lambda$ such that $\mu_1(E) = \lambda \mu_2(E)$ for all Borel sets $E$.

By an automorphism of $G$ we understand a map $\eta : G \rightarrow G$ that is both a group isomorphism and a topological homeomorphism. It is clear that the collection of all automorphisms of $G$ is a group with respect to composition of maps. If $\eta$ is an automorphism, then it follows that the map

$$E \rightarrow \eta(E) = \{\eta(y) : y \in E\}$$

is a bijective map from $\mathcal{B}_G$ onto $\mathcal{B}_G$. If $\mu$ is a Haar measure on $\mathcal{B}_G$, then the composite map

$$E \rightarrow \mu(\eta(E))$$

is also a Haar measure on $\mathcal{B}_G$. By our previous remarks, there exists a positive constant, which we denote by $\text{mod}_G(\eta)$, such that

$$\mu(\eta(E)) = \text{mod}_G(\eta) \mu(E) \quad \text{for all } E \text{ in } \mathcal{B}_G.$$  

(8.1)

Alternatively, (8.1) can be written as

$$\int_G \chi_E(\eta^{-1}(x)) \, d\mu(x) = \text{mod}_G(\eta) \int_G \chi_E(x) \, d\mu(x).$$  

(8.2)

where $\chi_E$ denotes the characteristic function of the Borel set $E$. Now suppose that $f : G \rightarrow [0, \infty]$ is a Borel measurable function and $\eta$ is an automorphism of $G$. By
approximating \( f \) from below by nonnegative simple functions, we find that (8.2) leads to the identity

\[(8.3) \quad \int_G f(\eta^{-1}(x)) \, d\mu(x) = \text{mod}_G(\eta) \int_G f(x) \, d\mu(x).\]

Then it is obvious that (8.3) also holds for functions \( f : G \to \mathbb{C} \) that are integrable with respect to the Haar measure \( \mu \). The positive number \( \text{mod}_G(\eta) \) is called the \textit{modulus} of the automorphism \( \eta \).

If \( \eta \) and \( \theta \) are both automorphisms of the group \( G \), then it follows from the definition of \( \text{mod}_G \) that

\[\text{mod}_G(\eta\theta) = \text{mod}_G(\eta) \text{mod}_G(\theta).\]

Thus the map \( \eta \mapsto \text{mod}_G(\eta) \) is a homomorphism from the group of all automorphisms of \( G \) into the multiplicative group of positive real numbers.

Now let \( K \) be a local field, either archimedean or non-archimedean. Then the additive group of \( K \) is a locally compact abelian group, and we may apply the previous discussion to \( K \). We write \( B_K \) for the \( \sigma \)-algebra of Borel subsets of \( K \), and we write \( \mu \) for a Haar measure on \( B_K \). If \( \alpha \) belongs to the multiplicative group \( K^\times \), then the map \( x \mapsto \alpha x \) is plainly an automorphism of the additive group of \( K \). Hence we define \( \text{mod}_K : K^\times \to (0, \infty) \) by

\[(8.4) \quad \mu(\alpha E) = \text{mod}_K(\alpha)\mu(E) \quad \text{for all Borel sets } E \subseteq K.\]

Alternatively, (8.4) can be written as

\[(8.5) \quad \int_K f(\alpha^{-1}x) \, d\mu(x) = \text{mod}_K(\alpha) \int_K f(x) \, d\mu(x),\]

where \( f \) is a nonnegative Borel measureable function on \( K \), or \( f \) is a complex valued integrable function on \( K \).

From our previous remarks it is clear that

\[\text{mod}_K(\alpha\beta) = \text{mod}_K(\alpha) \text{mod}_K(\beta)\]

for all \( \alpha \) and \( \beta \) in \( K^\times \). Thus \( \alpha \mapsto \text{mod}_K(\alpha) \) defines a homomorphism from \( K^\times \) into the multiplicative group of positive real numbers. It will be convenient to set \( \text{mod}_K(0) = 0 \).

Again the function \( \text{mod}_K \) is called the \textit{modulus} of \( K \). We note that it does not depend on the initial choice of Haar measure \( \mu \), but is an intrinsic function defined on every local field. In particular, if \( K = \mathbb{R} \) then \( \text{mod}_\mathbb{R}(\alpha) = |\alpha|_\infty \), where \( | \cdot |_\infty \) is the usual absolute value on \( \mathbb{R} \). If \( K = \mathbb{C} \) then \( \text{mod}_\mathbb{C}(\alpha) = |\alpha|^2_\infty \), where \( | \cdot |_\infty \) is the usual absolute value on \( \mathbb{C} \). And if \( K = \mathbb{Q}_p \) then \( \text{mod}_\mathbb{Q}_p(\alpha) = |\alpha|_p \), where \( | \cdot |_p \) is the usual \( p \)-adic absolute value on \( \mathbb{Q}_p \). Later we will determine \( \text{mod}_K \) for other local fields.

**Exercises**

8.1 Prove the identity \( \text{mod}_{\mathbb{Q}_p}(\alpha) = |\alpha|_p \) for each prime number \( p \).
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