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Abstract. Analytic bounds on the reservation write price of European-style con-
tingent claims are derived in the presence of proportional transaction costs in
a model which allows for intermediate trading. The option prices are obtained
via a utility maximization approach by comparing the maximized utilities with
and without the contingent claim. The mathematical tools come mainly from the
theories of singular stochastic control and viscosity solutions of nonlinear partial
differential equations.

Key words: Contingent claim prices, bounds on prices, transaction costs, vis-
cosity solutions

JEL classification: C6, D9, G1

Mathematics Subject Classification (1991):93E20, 60G40

1. Introduction

In a frictionless market Black and Scholes (1973) and Merton (1973) relied on an
ingenious no-arbitrage argument to price an option on a stock when the interest
rate is constant and the stock price follows a geometric Brownian process. They
presented a self-financing, dynamic trading policy between the bond and stock
accounts which replicates the payoff of the option. They then argued that absence
of arbitrage dictates that the option price is equal to the cost of setting up the
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replicating portfolio. The appeal of the argument lies in its reliance on the absence
of arbitrage alone and is independent of other aspects of the equilibrium, such
as a particular asset pricing model.

The Achilles’ heel of the argument is that the frictionless market assump-
tion must be taken literally. The dynamic replication policy incurs an infinite
volume of transactions over any finite trading interval, given the fact that the
Brownian process which drives the stock price has infinite variation. In a market
with proportional transaction costs, the dynamic replication policy incurs infinite
transaction costs over any finite trading interval and cannot be self-financing, no
matter how small the finite transaction costs rate is.

Merton (1990, Chapter 14) maintained the goal of a dynamic trading policy as
that of replicating the option payoff and modeled the path of the stock price as a
two-period binomial process. The initial cost of the replication policy is finite and
serves as an upper bound to the write price of a call which is arbitrage-free. Shen
(1990) and Boyle and Vorst (1992) extended Merton’s model to a multiperiod
binomial process for the stock price and provided numerical solutions to the initial
cost of the replicating portfolio. As the number of periods increases within the
given lifetime of a call option, the initial cost of the replicating portfolio tends
to infinity.

Bensaid et al. (1992) and Edirisinghe et al. (1993) noted that a tighter upper
bound on the write price of a call option is obtained by replacing the goal of
replicating the payoff of the option with the goal of dominating the payoff. For
example, the payoff of a share of stock dominates the payoff of a call option and,
therefore, the cost of initially buying one share provides an upper bound to the
cost of a minimum-cost dominating policy as the number of periods increases
within the given lifetime of the option.

Davis and Clark (1993) conjectured and Soner et al. (1995) proved that the
cost of initially buying one share of stock is indeed the cost of the cheapest
dominating policy in the presence of finite proportional transaction costs, and
concluded that this bound is of little economic interest.

Leland (1985) introduced a class of imperfectly replicating policies in the
presence of proportional transaction costs. He calculated the total cost, including
transaction costs, of an imperfectly replicating policy and the “tracking error”,
that is the standard deviation of the difference between the payoff of the option
and the payoff of the imperfectly replicating policy. Imperfectly replicating poli-
cies were further studied by Figlewski (1989), Flesaker and Hughston (1994),
Grannan and Swindle (1996), Henrotte (1993), Hoggard et al. (1994) and Toft
(1996). Avellaneda and Paras (1994) extended the notion of imperfectly replicat-
ing policies to that of imperfectly dominating policies.

An alternative approach, initiated by Hodges and Neuberger (1989) and de-
veloped further by Davis et al. (1993), is to consider an investor endowed with
bonds, stocks and an option and to derive the investor’s optimal trading policy
in the stock and bond accounts which maximizes the investor’s expected utility
in the presence of proportional transaction costs. The optimal trading policy is
solved numerically for the case of exponential utility by approximating the stock
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price process by a multiperiod binomial process. One may then compute the
investor’s reservation purchase price and reservation write price of the option.

The setup in our paper is similar to that of the above two papers in that
we consider an investor’s intertemporal consumption and investment problem in
the presence of proportional transaction costs with and without the opportunity
to write a call option. The bond is riskless and the stock price is a geometric
Brownian Motion. The investors’ preferences are modeled by an increasing and
concave utility function. Unlike the above two papers, our goal is to derive in
closed form an upper bound to the reservation write price of a call option, thereby
bypassing the need for a numerical solution. Indeed we derive such a bound in
closed form as a function of the initial conditions and the model parameters.

We motivate our paper by considering in Sect. 2 a simple one-period model,
where the end of the period coincides with the expiration date of the option.
We modify the stochastic dominance arguments of Perrakis and Ryan (1984),
Levy (1985) and Ritchken (1985) to account for proportional transaction costs
and derive bounds on the reservation purchase price and reservation write price
of a call option which apply to any concave utility function. We then explain
why the stochastic dominance argument breaks down when intermediate trading
is allowed. The seemingly innocuous generalization of the model to allow for
intermediate trading makes the problem far more difficult.

In Sect. 3 we set up the model with intermediate trading and state some
preliminary technical results. The main result is derived and stated in Sect. 4 as
Theorem 4.1.

2. Bounds on option prices in a single-period model

We consider an economy with two securities, a riskless bond and a risky stock. We
denote byB andS the bond and the stock prices, respectively, at the beginning
of the (single) period and byBT andST the prices at the end of the period which
is assumed to have lengthT.

Trading in the bond and the stock accounts occurs only at the beginning and
end of the period and is subject to transaction costs. Specifically,β dollars of
the bond may be converted into one dollar of the stock; and, one dollar of the
stock may be converted intoα dollars of the bond. We assume that the constants
α andβ satisfy 0< α < 1 < β.

The important simplifying assumption is that no trading may occur at inter-
mediate times. This assumption is relaxed in the next section and the implications
are fully explored therein.

The investor’s pre-trade endowment consists ofx0 dollars in the bond account
and y0 dollars in the stock account. The investor trades at the beginning of the
period incurring transaction costs and attains a post-trade endowment ofx dollars
in the bond account andy dollars in the stock account.

We assume thaty > S
α that is the investor invests in at least1

α shares of the
stock. At the end of the period, the investor converts the stock account into the
bond account and consumesc(ST ) = xRF + y ST

S , whereRF = BT
B .
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We assume that the investor’s expected utility is the expectation ofu(c(ST )),
whereu : R → R is increasing and concave. In the absence of the opportunity to
invest in an option, the investor chooses (x, y) to maximize the expected utility.

Given (x, y), we now present the investor with the opportunity to write one
cash-settled, European-style call option with expiration at the end of the period
and strike priceK . Let C denote the post-transaction-cost price at which the
investor may write the call: if the investor writes the call, the bond account
increases byC dollars at the beginning with the period and decreases by [ST−K ]+

dollars at the end of the period.
To provide an upper bound to the reservation write price of a call, we adopt

the stochastic dominance arguments of Perrakis and Ryan (1984), Levy (1985)
and Ritchken (1985), modified to account for transaction costs.

Consider the zero-net-cost portfolio which consists of a short position in one
call and a long position inC

βS shares of stock. The net payoff in the bond account

at the end of the period isz(ST ), wherez(ST ) = αCST
βS − [ST − K ]+. Note that

z(ST ) ≷ 0 asST ≶ Ŝ whereŜ is defined byαCŜ
βS − ST + K = 0.

The investor has post-trade endowment (x, y) and contemplates whether to
write the call. If the investor writes the call and invests the proceeds in the stock,
the expected utility is

E[u(c(ST ) + z(ST ))] ≥ E[u(c(ST ))] + E[z(ST )u′(c(ST ) + z(ST ))]

(by the concavity ofu)

≥ E[u(c(ST ))] + E[z(ST )u′(c(Ŝ) + z(Ŝ))]

(sincez(ST ) ≷ 0 andu′(c(sT ) + z(ST )) ≷ u′(c(Ŝ) + z(Ŝ)) asST ≶ Ŝ)

≥ E[u(c(ST ))] + u′(c(Ŝ) + z(Ŝ))E[z(ST )]

and exceeds the expected utility from refraining to write the call, unless
E[z(ST )] < 0, i.e.

(α/β)CE[ST/S] − E[[ST − K ]+] < 0.

Therefore,
C < βE[[ST − K ]+]/αE[ST/S0] ≡ C̄1 (2.1)

and C̄1 is an upper bound to the reservation write price of a call option.
We consider next a different zero-net-cost portfolio which consists of a short

position in one call and a long position inC dollars in the bond. Proceeding
as before, we conclude that the expected utility in writing the call exceeds the
expected utility in not writing the call, unless

C < E[[ST − K ]+]/RF ≡ C̄2. (2.2)

We combine equations (2.1) and (2.2) and conclude thatC̄ is an upper bound to
the reservation write price of a call option, where
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C̄ = E[[ST − K ]+] min

[
R−1

F ,
β/α

E[ST/S]

]
. (2.3)

To derive a lower bound to the reservation purchase price of a call option,
let C denote the post-transaction-cost price at which the investor may purchase
the call. Consider the zero-net-cost portfolio which consists of

(a) a long position in one call;
(b) a short position in 1/β shares of stock; and
(c) investment of (αST/β) − C dollars in the bond account.

Denote byz(ST ) the net payoff in the bond account at the end of the period,

wherez(ST ) = [ST − K ]+ − ST +
{

α S
β − C

}
RF . Repeating the earlier argument,

we conclude that the expected utility in purchasing the call exceeds the expected
utility in refraining from purchasing the call, unlessE[z(ST )] < 0, which yields
C as a lower bound to the reservation purchase price of a call, where

C =
E[[ST − K ]+]

RF
− E[ST ]

RF
+

αS
β

. (2.4)

It is easily shown thatC ≤ C̄ . In equilibrium, transaction prices of a call
option must lie in the region [C , C̄ ]. For, if a transaction occurs at a priceC < C ,
then the writer is acting suboptimally as the writer could have found a willing
buyer of the call at a price as high asC . Likewise, if a transaction occurs at a
priceC > C̄ , then the buyer of the call is acting suboptimally as the buyer could
have found a willing writer of the call at a price as low asC̄ .

The stochastic dominance bounds are appealing in that they apply for any
increasing and concave utility function. It turns out, however, that the derivation
of these bounds breaks down when intermediate trading is permitted in the open
interval (0, T).

Let us reconsider the stochastic dominance argument for the reservation write
price of a call. The plausible assumption was made that the investor’s endowment
satisfies the conditiony > S

α . Without intermediate trading, the consumption at
the end of the period isc(ST ) and has two crucial properties:

(1) it is monotone increasing inST with slope greater than one; and

(2) givenST , c(ST ) is independent of the stock price pathωT over (0, T).

The first property is crucial in the proof in that it implies thatc(ST ) + z(ST ) is
increasing inST and thereforeu′(c(ST ) + z(ST )) is decreasing inST . The second
property is crucial in the step which allowed us to takeu′(c(ST ) + z(ST )) outside
the expectation: ifc is a function of the price pathωT , u′(c(ωT ) +z(ST )) | ST is a
random variable and cannot be taken outside the expectation. Another problem is
that, in the presence of intermediate trading,c(ωT ) + z(ST ) is not even bounded
from below and expected utility is undefined for utility functions which are
only defined for consumption bounded from below. Similar problems arise in
attempting to generalize the stochastic dominance argument in the derivation of
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a lower bound to the reservation purchase price when intermediate trading is
allowed.

In the next section we address the problem of the derivation of bounds when
intermediate trading is allowed. It turns out that the seemingly innocuous gener-
alization of intermediate trading results in considerable weakening of the bounds.

3. The continuous time model

We consider an economy with two securities, a bond with priceB(t) and a stock
with price S(t) at datet ≥ 0. Prices are denominated in units of a consumption
good, say dollars.

The bond pays no coupons, is default free and has price dynamics

Bt = ert B0, t ≥ 0 (3.1)

wherer is theconstant rate of interest.
We denote byW(t) a one-dimensional standard Brownian motion which

generates the filtrationFt on a fixed, complete probability space (Ω, F , P). The
stock price is the diffusion process

St = S0 exp

{(
µ − σ2

2

)
t + σWt

}
, (3.2)

where themean rate of returnµ and thevolatility σ are constants such thatµ > r
andσ /= 0.

The investor holdsxt dollars of the bond andyt dollars of the stock at datet ,
and consumes at the ratect dollars out of the bond account. We consider a pair of
right-continuous with left limits (CADLAG), non-decreasing processes (Lt , Mt )
such thatLt represents the cumulative dollar amount transferred into the stock
account andMt the cumulative dollar amount transferred out of the stock account.
By convention,L0=M0=0. The stock account process, starting withy0 = y, is

yt = y +
∫ t

0
µyτ dτ +

∫ t

0
σyτ dWτ + Lt − Mt . (3.3)

Transfers between the stock and the bond accounts incurproportional transac-
tion costs. In particular, the cumulative transferLt into the stock account reduces
the bond account byβLt and the cumulative transferMt out of the stock account
increases the bond account byαMt , where 0< α < 1 < β.

The bond account process, starting withx0 = x, is

xt = x +
∫ t

0
{rxτ − cτ}dτ − βLt + αMt . (3.4)

The integral represents the accumulation of interest and the drain due to con-
sumption. The last two terms represent the cumulative transfers between the stock
and bond accounts, net of transaction costs.
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A policy is a Ft -progressively measurable triple (ct , Lt , Mt ). We restrict our
attention to the set of admissible policiesA such that, a.s. fort ≥ 0,

ct ≥ 0, E
∫ t

0
cτ dτ < ∞, and wt = xt +

(
α

β

)
yt ≥ 0 (3.5)

where we adopt the notation

(
α

β

)
z =


αz if z ≥ 0

βz if z < 0.
(3.6)

We refer towt as thenet worth. It represents the investor’s bond holdings, if
the investor were to transfer the holdings from the stock account into the bond
account, incurring in the process the transaction costs.

The investor has von Neumann-Morgenstern preferences

E
[∫ +∞

0 e−ρt U (ct )dt
]

over the consumption stream{ct , t ≥ 0}, whereρ is the

subjective discount rateand thefelicity function U : R+
0 → R+

0 is assumed to
have the following properties:

i) U ∈ C([0, +∞)) ∩ C1((0, +∞)) is increasing and concave.
ii) There existλ1 and λ2 positive constants andγ, with 0 < γ < 1, such that

λ1cγ ≤ U (c) ≤ λ2cγ .

iii) The function
U (c)

cγ
is non-decreasing.

Examples of felicity functions that satisfy the above assumptions are, among
others,

i) the CRRA (constant relative risk aversion) utility functionU (c) = 1
γ cγ , with

0 < γ < 1, and
ii) concave functions of the formU (c) = f (c)cγ with 0 < γ < 1 andf nonde-

creasing such thatλ1 ≤ f (c) ≤ λ2.

Given the initial endowment (x, y) in D =

{
(x, y) ∈ R

2 : x +

(
α

β

)
y ≥ 0

}
,

we define thevalue function Vas

V (x, y) = sup
(c,L,M )∈A

E

[∫ +∞

0
e−ρt U (ct )dt | x0 = x, y0 = y

]
. (3.7)

To guarantee that the value function is well defined, we assume either as in
Davis and Norman (1990) that

ρ > r γ +
γ(µ − r )2

2σ2(1 − γ)
, (3.8)

or as in Shreve and Soner (1994) that

ρ > r γ + γ2(µ − r )2/2σ2(1 − γ)2, (3.9)
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without an associated upper bound onµ−r . Either set of conditions (3.8) and (3.9)
yield that the value function corresponding toα = β = 1 andU (c) = γ−1λ2cγ

is finite and, therefore, all functions with 0≤ α < 1 ≤ β are finite. We also
assume thatρ ≥ µ.

A straightforward argument along the lines of Constantinides (1979) shows
that the value function is increasing and jointly concave in (x, y). It can also
be shown that it is uniformly continuous onD (see Tourin and Zariphopoulou
1994). Furthermore, the value function is expected to solve the Hamilton-Jacobi-
Bellman equation (HJB) associated with the stochastic control problem (3.7). The
HJB equation turns out to be the following Variational Inequality with gradient
constraints

min

[
L V , β

∂V
∂x

− ∂V
∂y

,−α
∂V
∂x

+
∂V
∂y

]
= 0 (3.10)

where the differential operatorL is

L V = ρV − 1
2σ2y2 ∂2V

∂y2
− µy

∂V
∂y

− rx
∂V
∂x

− max
c≥0

{ − c
∂V
∂x

+ U (c)}. (3.11)

In the special case of power utility functions, Davis and Norman (1990)
obtained a closed form expression for the value function employing the special
homogeneity of the problem. They also showed that the optimal policy confines
the investor’s portfolio to a certain wedge-shaped region in the wealth plane
and they provided an algorithm and numerical computations for the optimal
investment rules. The same class of utility functions was later further explored
by Shreve and Soner (1994) who relaxed some of the technical assumptions
on the market parameters of Davis and Norman (1990) related to the finiteness
of the value function and the nature of the optimal policies. Shreve and Soner
(1994) also provided results related to the regularity of the value function and
the location of the exercise boundaries.

In the case of general utility functions that we study herein, the value function
is not necessarily smooth and, therefore, it might not satisfy the HJB equation
in the classical (strong) sense. It turns out that the appropriate class of weak so-
lutions are the so-called (constrained)viscosity solutionsand this is the class of
solutions we will be using throughout the paper. (See Appendix A for their defi-
nition.) The characterization ofV as a constrained solution is natural because of
the presence of state constraints given by (3.5). In models with transaction costs,
this class of solutions was first employed by Zariphopoulou (1992) and, subse-
quently, among others by Davis et al. (1993), Tourin and Zariphopoulou (1994),
Shreve and Soner (1994), and Barles and Soner (1995). The following theorem
is proved in Tourin and Zariphopoulou (1994) and Shreve and Soner(1994):

Theorem 3.1. The value function V is the unique constrained viscosity solution
of (3.10) on D, in the class of uniformly continuous, concave and increasing
functions.
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Fig. 1.

For the special case of power utility function, Davis and Norman (1990)
and Shreve and Soner (1994) showed that the state space depletes into three
regions, namely theNT region (no transactions), theB region (buy stock
shares) and theS region (sell stock shares). The homogeneity properties of the
utility function yield that the boundaries of theNT with the B and theS

regions are straight lines that pass through the origin (see Fig. 1); moreover, for
a big set of parameters, the wedgeNT is a subset of the first quadrant, i.e.
NT ⊂ {(x, y) : x ≥ 0, y ≥ 0}. For the case of more general utilities that
we examine herein, there are no analytic results to date for the location and the
regularity of the transaction boundaries. On the other hand, numerical results
obtained first by Tourin and Zariphopoulou (1994) and more recently by Pichler
(1996), indicate that theNT is a wedge-shaped region, located between the
B and S regions, which, for a wide range of parameters, belongs to the first
quadrant as well.

To make the analysis in this paper more tractable, we are going to make the
following assumption (see Fig. 2).

Assumption 3.1. An optimal policy exists such that theNT ⊂ {(x, y) : Ax ≤
y ≤ Bx, x ≥ 0} for some constants A and B with A> 0.

In the next section, it will be apparent how this assumption is used when
we construct the candidate price bound. For a general overview of existence of
optimal policies in (singular) stochastic control problems with constraints, we
refer the reader to Kurtz (1991) and Zhu (1991).

We now introduce a third asset, a cash settled European-style contingent
claim with expiration at dateT and payoffg(ST ) at expiration. If the investor
writes the claim at datet with 0 ≤ t ≤ T, the bond account is credited with an
amount, sayC dollars, which represents the price of the claim, and is debited
g(ST ) dollars at the expiration dateT. To keep the problem tractable we assume
that the investor may not trade the claim in the open interval (0, T).
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Fig. 2.

Let xt and yt be the initial endowment at timet after the bond account has
been credited with the proceeds from writing the claim. Once the claim is written,
the writer’s objective is to maximize his expected utility from consumption, as
before with the extra obligation to surrender to the buyerg(ST ) dollars at timeT.
If V is defined in (3.7) andSt is given by (3.2), the utility payoff of the writer is

E

[∫ T

t
e−ρ(s−t)U (cs)ds + e−ρ(T−t)V (xT − g(ST ), yT ) | xt = x, yt = y, St = S

]
.

The value function of the writer is

J (x, y, S, t) = sup
A1

E

[ ∫ T

t
e−ρ(s−t)U (cs)ds (3.12)

+e−ρ(T−t)V (xT − g(ST ), yT ) | xt = x, yt = y, St = S

]
whereA1 is the set of admissible policies defined below.

We assume that the payoffg satisfies the following:

g : [0, +∞) → [0, +∞) is convex, g(0) = 0 and lim
S→∞

g(S)
S

= 1. (3.13)

It immediately follows that 0≤ g(S) ≤ S and 0≤ gs ≤ 1.
To motivate the definition ofA1, we state a proposition which follows

directly from the results of Soner et al. (1995) as generalized by Leventhal and
Skorohod (1997):

Proposition 3.1. Let St , xt and yt be given by (3.2), (3.4) and (3.3). Then, in order
to have at t= T

xT +

(
α

β

)
yT ≥ g(ST ) a.e. (3.14)

the following constraint must hold for all t ,0 ≤ t < T
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xt +

(
α

β

) (
yt − St

α

)
≥ 0 a.e. (3.15)

Thus the cheapest (super) replicating strategy is the trivial one, to hold one share
of the stock.

We define the setA1 of admissible policies of the investor who has written a
contingent claim, as the set ofFt -progressively measurable processes (ct , Lt , Mt ),
with Lt and Mt being CADLAG which also satisfy, a.s. for 0≤ t ≤ T, the
conditions

ct ≥ 0, E
∫ t

0
cτ dτ < ∞, and wt = xt +

(
α

β

)(
yt − St

α

)
≥ 0 . (3.16)

We also define the set of admissible policies{ct , Lt , Mt ; t > T} of the investor
who has written a claim byA, as given in (3.5). Note that fort > T, the option
has expired and settled and the investor’s problem is indistinguishable from that
of an investor who has not written the claim. Thus it is natural to define the
set of admissible policies fort > T as A. The setA1 is a subset ofA for
0 ≤ t ≤ T in the sense that the second restriction ensures that the investor will
have non-negative net worth upon closing up the short position in the call option
and, therefore, that it is feasible to write a call option in the first place. The
results of Soner et al. (1995) (forg(S) = (S − K )+) and Leventhal and Skorohod
(1997) (for generalg) state that the set of policies inA1 is not overly restrictive
given the goal of ensuring that it is feasible to write the claim option.

The value functionJ (x, y, S, t) is given by (3.12) and is defined for

(x, y, S) ∈ D1 =
{

(x, y, S) : x +
(

α
β

) (
y − S

α

) ≥ 0, S ≥ 0
}

.

A generalization of Theorem 4 in Tourin and Zariphopoulou (1994) yields
the following result. The proof is not presented here due to the tedious albeit
standard arguments.

Theorem 3.2. The value function is a constrained viscosity solution on D1×[0, T)
of the Variational Inequality

min
[
L J − L̄ J , β

∂J
∂x

− ∂J
∂y

,−α
∂J
∂x

+
∂J
∂y

]
= 0 (3.17)

with
J (x, y, S, T) = V (x − g(S), y) (3.18)

where the operatorL is given in (3.11) and the operatorL̄ is

L̄ J =
∂J
∂t

+
1
2
σ2S2 ∂2J

∂S2
+ σ2yS

∂2J
∂y∂S

+ µS
∂J
∂S

. (3.19)

Moreover, J is the unique constrained viscosity solution of (3.17) in the class of
uniformly continuous and concave functions, with respect to the state variables
(x, y, S).
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Consider now the writer with endowment (x, y) ∈ D at timet before writing
the claim. If the writer chooses to write the claim at priceC , the endowment
becomes (x + C , y) and by Proposition 3.1, the priceC must be such that (x +
C , y, S) ∈ D1. In the case ofzero-transaction costs, the functionC = C(S, t)
is determined as the price that makes the writerindifferent between writing the
claim or refraining from writing it, i.e.

V (x, y) = J (x + C(S, t), y, S, t) .

In the special caseg(S) = (S − K )+, one can show thatC(S, t) is the Black
and Scholes price which is of course independent of the current portfolio holdings
(x, y) and the utility function. Moreover, because of the absence of transaction
costs, perfect replication is possible and the constraints (3.16) are not binding.

In the case ofnon-zero transaction costs, the above equalityis not feasible
for all (x, y, S) ∈ D1, if C is allowed to dependonly on (S, t). This motivates
the following definitions.

Definition 3.1. The reservation write price C(x, y, S, t), for initial endowment
(x, y), is defined as the minimum value at which the investor is willing to write
the claim. Therefore, C satisfies for(x + C(x, y, S, t), y, S) ∈ D1

V (x, y) = J (x + C(x, y, S, t), y, S, t) . (3.20)

Definition 3.2. The write priceC(S, t) is defined as the maximum of reservation
write prices across all admissible states(x, y, S). Therefore,C satisfies

V (x, y) ≤ J (x + C(S, t), y, S, t) . (3.21)

Inequality (3.21) guarantees that the writer will be willing to write the option
at any price higher thanC(S, t), independently of his current portfolio position.

Our goal is to derive an upper boundh = h(S, t) for the write price; the
upper bound will satisfy (3.21) onD1. The construction and characterization of
the upper bound is worked out in the next section.

4. Bounds on prices of contingent claims

In this section we deriveanalytic bounds for the write price of a European-type
contingent claim. The underlying idea is to construct suitable subsolutions of
the Bellman equations (3.10) and (3.17) in order to use a comparison result to
establish inequality (3.21). The main difficulty stems from the fact that the value
functionsV andJ are defined on different domains and that there are no explicit
solutions of the two associated free-boundary problems (3.7) and (3.12).

We start with a formal discussion in order to motivate the construction of the
analytic bound. To ease the presentation, we recall that the value functionsV

and J solve, respectively, (3.10) inD =
{

(x, y) : x +
(

α
β

)
y ≥ 0,

}
and (3.17)
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in D1 × [0, T], where D1 =
{

(x, y, S) : x +
(

α
β

) (
y − S

α

)
≥ 0, S ≥ 0

}
. The

domainsD andD1 are illustrated in Figs. 2 and 3.
The goal is to construct a functionh = h(S, t), independentof (x, y), such

that, for (x + h, y, S) ∈ D1

V (x, y) ≤ J (x + h(S, t), y, S, t) (4.1)

Using the suboptimality inequality

J (x + h(S, t), y, S, t) ≥ J
(

x, y +
h(S, t)

β
, S, t

)
(4.2)

and a simple transformation, we observe that (4.1) follows if we find anh such
that

V
(

x, y − h(S, t)
β

)
≤ J (x, y, S, t) (4.3)

for (x, y, S) ∈ D1.
We start with a formal construction of a candidate solution and then we

establish its existence and validity. The underlying idea in the choice of the
candidate bound is first to find a price that satisfies (4.3) in the case that (x, y, S) ∈
∂D1, i.e. when the writer holds theminimal allowed positionwhich amounts to
the value of one stock share, taking into account the transaction costs. We then
need to show that this price works for all wealth levels greater than the minimal
one.

To this end, we start with the following lemma which gives us information

about the value functionJ on ∂D1 =
{

(x, y, S) : x +
(

α
β

) (
y − S

α

)
= 0, S ≥ 0

}
.

Lemma 4.1. For (x, y, S) ∈ ∂D1, the value function J is given by

J (x, y, S, t) = E

[
e−ρ(T−t)V

(
−g(ST ),

ST

α

) ∣∣∣ St = S

]
. (4.4)

Proof. The proof follows directly from the fact that the only admissible policy
for the boundary points (x, y, S) is to move instantaneously at timet to the point
(0, S

α , S) and remain there until timeT.

The next result will give us the main ingredient for the construction of the
candidate solution.

Lemma 4.2. If hρ̂ = hρ̂(S, t) is such that

V

(
β

α
S,−hρ̂

β

)
= E

[
e−ρ̂(T−t)V (ST − g(ST ), 0) | St = S

]
. (4.5)

with 0 ≤ hρ̂ ≤ β
αS andρ̂ ≥ ρ, then (4.3) holds for(x, y, S) ∈ ∂D1.
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Fig. 3.

Proof. We first observe that, by suboptimality, for ˆρ ≥ ρ,

E
[
e−ρ(T−t)V

(
− g(ST ),

ST

α

) ∣∣∣ St = S
]

≥ E
[
e−ρ̂(T−t)V (ST − g(ST ), 0) | St = S

]
.

Therefore, for (x, y, S) ∈ ∂D1, (4.4) yields

J (x, y, S, t) ≥ V
(β

α
S,−hρ̂

β

)
. (4.6)

We next claim that for (x, y, S) ∈ ∂D1

V
(

x, y − hρ̂(S, t)
β

)
≤ V

(β

α
S,−hρ̂(S, t)

β

)
. (4.7)

The above inequality follows easily once we understand the monotonicity of

V
(

x, y − hρ̂

β

)
along the set∂D1. We refer the reader to Fig. 3 to facilitate the

exposition; we also eliminate the ˆρ-notation for convenience. To this end, first
observe that by Assumption 3.1 theNT region is a subset of the first quadrant
(appropriately translated forx ≥ 0, y ≥ h(S,t)

β ) and, by assumption, 0≤ h
β ≤ S

α .

Therefore,V
(

x, y − h(S,t)
β

)
is constant along the line segmentx + αy = S for

x ≤ 0, stays non-decreasing onx +βy = β
αS for 0 ≤ x ≤ x1 and remains constant

afterwards. Inequality (4.7) follows from the following relations:

(i) V
(

x, y − h(S, t)
β

)
= V

(
0,

S
α

− h(S, t)
β

)
on {x + αy = S, x ≤ 0},

(ii) V
(

0,
S
α

− h(S, t)
β

)
≤ V

(
x1,

S
α

− x1

β
− h(S, t)

β

)
on {x + βy =

β

α
S, 0 ≤ x ≤

x1},

(iii) V
(

x, y − h(S, t)
β

)
= V

(β

α
S,−h(S, t)

β

)
on {x + βy =

β

α
S, x ≥ x1}.

We next observe that the points
(

β
αS, 0

)
and (S − g(S), 0) belong to theB

region (see Fig. 3) because of the standing Assumption 3.1. But since in theB
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region the value functionV satisfiesβVx = Vy, there exists a functionG such
that, for (x0, y0) ∈ B , V (x0, y0) = G(x0 + βy0). Therefore,

V

(
β

α
S,−h(S, t)

β

)
= G

(
β

α
S − h(S, t)

)
(4.8)

and
V (ST − g(ST ), 0) = G(ST − g(ST )) (4.9)

Combining the above equalities and (4.5) yields

G
(β

α
S − h(S, t)

)
= E

[
e−ρ̂(T−t)G(ST − g(ST )) | St = S

]
.

It follows easily from the monotonicity properties of the value functionV
(see, for example, Tourin and Zariphopoulou 1994) thatG is strictly increasing
and therefore invertible. Hence the functionh is well defined and

h(S, t) =
β

α
S − G−1

(
E

[
e−ρ̂(T−t)G(ST − g(ST )) | St = S

])
. (4.10)

Our goal now is to show that the above function is a candidate upper bound
for the write price. We start with some elementary properties ofh.

Proposition 4.1. The function h satisfies

(i) 0 ≤ h(S, t) ≤ β

α
S , and (ii) hs ≤ β

α
. (4.11)

Proof. i) The fact thath(S, t) ≤ β
αS follows from the definition ofh and the

fact thatG is continuous withG(0) = 0 andG ≥ 0. To show thath(S, t) ≥ 0,
we first observe that

h(0, t) = 0 for 0≤ t ≤ T, and h(S, T) =
β − α

α
S + g(S) ≥ 0. (4.12)

We next claim that

µh − ht − 1
2
σ2S2hss − µShs ≥ 0. (4.13)

To this end define

f (S, t) = E[e−ρ̂(T−t)G(ST − g(ST )) | St = S]. (4.14)

The Feynman-Kac formula implies thatf solves the terminal-value problem{ ρ̂f = ft + 1
2σ2S2fss + µSfs

f (S, t) = G(S − g(S)).
(4.15)

Using that

h(S, t) =
β

α
S − G−1(f (S, t)) (4.16)

yields
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µh − ht − 1
2
σ2S2hss − µShs

≥ (G−1(f ))′
[
ft +

1
2
σ2S2fss + µSfs − ρ̂f

]
+ [(G−1(f ))′ρ̂f − µG−1(f )

]
(4.17)

where we used that ˆρ ≥ ρ ≥ µ and the convexity ofG−1. Note that the latter
property follows from the fact thatV is concave andV (x, y) = G(x + βy)
for (x, y) ∈ B . Moreover the fact thatG−1(0) = 0 and the convexity and
monotonicity ofG−1 yield f (G−1(f ))′ ≥ G−1(f ), which combined with (4.15)
gives (4.13). Inequality (4.11) then follows from classical results from the theory
of linear parabolic differential equations.

ii) It follows from (4.16) that we havehs = β
α − (G−1(f ))′fs(S, t). To con-

clude, it suffices to show that (G−1(f ))′ ≥ 0 and thatfs(S, t) ≥ 0. The first
inequality follows from the fact thatG is nondecreasing. Given thatf solves the
linear parabolic equation (4.15), to show thatfs ≥ 0, it suffices to establish that
fs(S, T) ≥ 0. Sincefs(S, T) = (1 − gs(S))G′(S − g(S)), we may conclude easily
using the properties ofg.

Proposition 4.2. Let ρ̂ be a discount factor in (4.10) given by

ρ̂ = max
[
ρ, µ +

mσ2(1 − βA)
2βA

]
(4.18)

where m is a constant given in Lemma 4.3 below. Then, if the candidate price
h, as in (4.10) withρ̂ as above, satisfies Shs − h ≥ 0 for S ≥ 0, the function
F : D1 × [0, T] → [0, +∞) given by

F (x, y, S, t) = V
(

x, y − h(S, t)
β

)
(4.19)

is a viscosity subsolution of the HJB equation (3.17).

Proof. The main ingredients of the proof are the fact thatV solves (3.10) and
the special choice ofh.

Below, we first show the above under the assumption that the functionV has
all the necessary derivatives. It should be noted here that the strength as well as
the beauty of viscosity solutions is that they eventually reduce all the calculations
to the ones in the case of smooth solutions. After we show the claim under the
regularity assumptions onV , we will indicate briefly how it can be relaxed.

First, we observe that ifS = 0 in (4.10), thenh(S, t) = 0 and hence
F (x, y, 0, t) = V (x, y) and the assertion follows immediately. We next consider
the caseS > 0. By inspecting the two (HJB) equations, (3.10) and (3.17), and
using the fact thatV solves (3.10), we see that it suffices to establish

ρF ≤ Ft +
1
2
σ2S2Fss + σ2SyFsy +

1
2
σ2y2Fyy + µSFs (4.20)

+µyFy + H (Fx) + rxFx
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with H (p) = max
c≥0

{−cp+ U (c)}, only if the point (x, y − h
β ) belongs to theNT

region, i.e. when

ρV

(
x, y − h

β

)
=

1
2
σ2

(
y − h

β

)2

Vyy

(
x, y − h

β

)
+µ

(
y − h

β

)
Vy

(
x, y − h

β

)
+H

(
Vx

(
x, y − h

β

))
+ rxVx

(
x, y − h

β

)
. (4.21)

Using the definition of F, inequality (4.20) becomes

ρV ≤ −ht

β
Vy +

1
2
σ2S2(−hss

β
Vy +

h2
s

β2
Vyy) − σ2

β
yShsVyy

1
2
σ2y2Vyy − µS

hs

β
Vy + µyVy + H (Vx) + rxVx

where all the above derivatives ofV are evaluated at the point (x, y − h
β ). Using

(4.21) and rearranging terms the above inequality reduces to

Vy

β
(µh −ht − 1

2
σ2S2hss−µShs) +

σ2

2β
Vyy[(Shs −h) · (

Shs + h
β

−2y)] ≥ 0 (4.22)

We now look at the following cases:

Case i: y ≥ S
α

. BecauseVy ≥ 0, (4.13) yields that the first term in (4.22) is

nonnegative. SinceV is concave, to show that the second term is nonnegative
as well, it suffices to prove that

(Shs − h)
(Shs + h

β
− 2y

)
≤ 0. (4.23)

Observe that from (4.11) we have

Shs + h ≤ 2β

α
S

and, in turn,
Shs + h ≤ 2βy

where we used thaty ≥ S
α . Inequality (4.23) then follows from the above in-

equality and the assumption thatShs − h ≥ 0.

Case ii:
h
β

≤ y <
S
α

. Note that the reason we do not look at the caseβy < h

is because we only need to establish (4.22) when the point (x, y − h
β ) belongs

to the regionNT which has been assumed to be a subset of the first quadrant.
As a matter of fact, recall that the regionNT is assumed to belong to the cone{

(x, y) : Ax ≤ y − h
β ≤ Bx, x ≥ 0

}
(see Fig. 3).



362 G.M. Constantinides, T. Zariphopoulou

First observe that ifShs = h, then (4.22) follows directly. Next we assume
that Shs > h.

If βA ≥ 1, we claim that

Shs + h
β

≤ 2y (4.24)

We argue by contradiction. Suppose that the opposite inequality holds; then,

Shs + h
β

> 2y ≥ 2
1 + βA

(
A

β

α
S +

h
β

)
(4.25)

where the right inequality follows from the fact thatx+βy ≥ β
αS andy− h

β ≥ Ax.
Combining inequality (4.25) with (4.11), yields (βA− 1)h ≥ (βA− 1)Shs which
contradicts the assumption thatShs > h. The rest of the arguments follow as in
Case i.

If βA < 1 and Shs + h ≤ 2βy , we can argue as in Case i. It remains to
establish (4.22) whenShs + h > 2βy.

To this end, we claim the following result which is proved in Appendix B.

Lemma 4.3. The value function V satisfies, for(x, y) ∈ NT ,

yVyy(x, y) ≥ −mVy(x, y), (4.26)

where m is a constant depending on the market parameters and is given by

m =
[( λ2

(
β + 1

A

)
λ1

(
α + 1

B

)γ

) 1
1−γ ρ − r γ

αγ
+

(
µ +

r
αA

)
− ρ

2

(
1 +

1
βB

)]
σ−2.

We proceed now with the proof of the proposition. Observing first that (4.16),
(4.17) and fact that̂ρ ≥ µ yield

µh − ht − 1
2
σ2S2hss − µShs ≥ (ρ̂ − µ)

(β

α
S − h

)
≥ 0.

Combining this last inequality and (4.26) – applied to the point
(

x, y − h
β

)
–

reduces the desired inequality (4.22) to the inequality

Vy

y − h
β

[
(ρ̂ − µ)(

β

α
S − h)(y − h

β
) − 1

2
σ2m(Shs − h)(

Shs + h
β

− 2y)

]
≥ 0.

(4.27)

Next observe that the constraintx ≥ β
αS − βy and the assumption that

(
x, y −

h
β

)
∈ NT yield

y − h
β

≥ βA
α(1 + βA)

(S − α

β
h), (4.28)

and in turn
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Shs + h
β

− 2y ≤ − 2βA
α(1 + βA)

(S − α

β
h) +

Shs − h
β

.

Multiplying by − 1
2σ2m(Shs − h) and using (4.11) gives

−1
2
σ2m(Shs − h)(

Shs + h
β

− 2y)

≥ −1
2
σ2m

(Shs − h)2

β
+ σ2m

βA
α(1 + βA)

(S − α

β
h)(Shs − h)

≥ −1
2
σ2m

(Shs − h)2

β
+ σ2m

A
1 + βA

(Shs − h)2.

Therefore,

Vy

y − h
β

[
(ρ̂ − µ)(

β

α
S − h)

βA
α(1 + βA)

(S − α

β
h)

−1
2
σ2m

(Shs − h)2

β
+ σ2m

A
1 + βA

(Shs − h)2
]

≥ Vy

y − h
β

[
(ρ̂ − µ)

A
1 + βA

− σ2m
2β

+
σ2mA
1 + βA

]
(Shs − h)2 ≥ 0

which holds if ρ̂ ≥ µ + mσ2(1−βA)
2βA .

The rigorous argument amounts to repeating the proof of the subsolution

property for the functionF θ(x, y, S, t) = V θ
(

x, y − h(S,t)
β

)
, where V θ is the

classical sup-convolution regularization ofV given by

V θ(x, y) = sup
x→x
y→y

{
V (x, y) − |x − x|2

2θ
− |y − y|2

2θ

}
.

It follows thatV θ → V , locally uniformly asθ → 0. Moreover, the regularity
properties ofV θ together with the arguments used in the comparison principle,
allow us to work with points (x, y) at whichD2

y V θ, and thereforeD2
y,yF θ, D2

y,sF θ

andD2
s,sF θ exist. Finally, it can be shown that the functionF θ is a subsolution

of the appropriately modified equation forV . All the above can be made precise,
but the arguments, which are tedious and also routine in the theory of viscosity
solutions are rather long, and beyond the interests of the readership.

Remark 4.1.If βA > 1, it suffices to choosêρ = ρ in view of Proposition 4.2
and the assumption thatρ ≥ µ.

Remark 4.2.The assumption thatA > 0 was motivated by the fact that, as

A → 0, we have lim
A→0

mσ2(1 − βA)
2βA

= ∞. This yieldsρ̂ = +∞, in which caseh
ρ̂

degenerates to the trivial upper boundβ
αS.

Before we present the main result we introduce the following assumption.
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Assumption 4.1.The function h given by (4.10), wherêρ is defined as in (4.18),
satisfies Shs − h ≥ 0.

Remark 4.3.The above assumption on the candidate solutionh played an im-
portant role in proving Proposition 4.2. Although we were not able to remove
this assumption, we were able to provide examples in whichh has the desired
properties. These examples are presented after the main theorem.

Theorem 4.1.Let h be given by (4.10), i.e.

h(S, t) =
β

α
S − G−1

(
E

[
e−ρ̂(T−t)G(ST − g(ST )) | St = S

])
whereρ̂ is defined in (4.18). Under Assumptions 3.1 and 4.1, the function h(S, t)
is an upper bound to the reservation write price.

Proof. In order to prove the theorem, it suffices to show that inequality (4.3)

holds onD1 × [0, T], i.e. thatV
(

x, y − h(S,t)
β

)
≤ J (x, y, S, t).

First, we observe that att = T the above inequality holds. In fact, from (3.18)
and (4.10), the above inequality reduces to

V
(

x, y − β − α

αβ
S +

g(S)
β

)
≤ V (x − g(S), y),

which holds by suboptimality, the monotonicity of V and the fact thatg ≥ 0.
Next, recall that by the special choice ofh, (see Lemma 4.2), the desired

inequality holds for (x, y, S) ∈ ∂D1. Moreover, from Proposition 4.2 we have

that the functionV
(

x, y− h(S,t)
β

)
is a viscosity subsolution of the (HJB) equation

(3.17) whose unique solution is the value functionJ . Finally, routine arguments
can be used to show that the rest of the conditions for the comparison results
for solutions of (3.17) hold. We therefore conclude that the subsolutionV (x, y −
h(S,t)

β ) is dominated by the solutionJ (x, y, S, t) and the validity of the price
boundh is established.

Remark 4.4.Note that when the utility function is of the formU (c) = 1
γ cγ with

0 < γ < 1, the value functionV turns out to be homogeneous of degreeγ. Many
steps of the main proofs can then be considerably simplified; see Constantinides
and Zariphopoulou (1997) for details and numerous illustrations.

We conclude this section by presenting some examples of value functions
that satisfy Assumption 4.1.

Example 1. G(z) = kzγ for some constantk > 0.

This is the case whenU (c) = 1
γ cγ with 0 < γ < 1 (see Davis and Norman

1987). Then,

Shs − h = G−1(f ) − Sfs(G−1(f ))′ = k− 1
γ

f
1−γ

γ

γ
[γf − Sfs].
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Direct calculations show that the functionv = γf − Sfs solves the same linear
equation asf . Therefore, in order to show thatShs − h ≥ 0, or equivalently,
that v = γf − Sfs ≥ 0, it suffices, using classical results from the theory of
linear parabolic equations, to show, thatv(S, T) ≥ 0. (Note also thatv(0, t) = 0.)
Indeed, att = T, γf − Sfs = γk(S − g(S))γ−1[Sgs − g(S)] ≥ 0 which follows
from the properties of the payoff functiong.

Example 2.The functionG has nondecreasing relative risk aversion coefficient,

i.e.
(
− zG′′

G′

)′
≥ 0.

Differentiating (4.16) yieldsShs−h = (G−1)′(f )
[

G−1(f )
(G−1)′(f ) − Sfs

]
. Let K (f ) =

G−1(f )
(G−1)′(f ) . SinceG−1 is increasing, we have sgn(Shs − h) = sgn [K (f ) − Sfs].
Therefore, we need to show that

w(S, t) = K (f (S, t)) − Sfs(S, t) ≥ 0. (4.29)

Straightforward calculations and equation (4.15) yield thatw solves

ρ̂w − wt − 1
2
σ2S2wss − µSws = ρ̂(K (f ) − fK ′(f )) − 1

2
σ2S2f 2

s K ′′(f ). (4.30)

It follows easily thatw(S, T) ≥ 0 andw(0, t) = 0. Therefore for inequality (4.29)
to hold, it suffices to find conditions which will ensure that

ρ̂w − wt − 1
2σ2S2wss − µSws ≥ 0. (4.31)

To this end, observe thatK ≥ 0 and , ifz = G−1(f ), thenK (G(z)) = zG′(z).
Differentiating once more we get

K ′(G(z)) = 1 + zG′′(z)
G′(z) andG′(z)K ′′(G(z)) =

(
zG′′(z)
G′(z)

)′
.

Given thatG is increasing and concave, the above equality yields thatK
is concave, ifG has nondecreasing relative risk aversion coefficient. Moreover,
the utility function satisfiesU (0) = 0 which in turn implies thatG(0) = 0. The
latter together with the concavity ofG imply that limz→0 zG′(z) = 0. It follows
then easily thatK (0) = 0 which, together with the concavity ofK , hence, yields
K (f ) − fK ′(f ) ≥ 0 and (4.31).

Remark 4.5.Although Example 1 comes from the case of power utilities,
U (c) = γ−1cγ , it is not clear what class of utility functions generate value
functions with nondecreasing relative risk aversion coefficient like the ones dis-
cussed in Example 2. Despite the fact that, in the absence of transaction costs,
such characteristics are inherited from the utility functions to the value functions,
it remains an open and interesting question to study the case when transaction
costs are paid. As a matter of fact, such questions are rather challenging on their
own right independently of the problem of derivative pricing with transaction
costs.
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Appendix A

The notion ofviscosity solutionswas introduced by Crandall and Lions (1983)
for first-order equations, and by Lions (1983) for second-order equations. For a
general overview of the theory we refer to theUser’s Guideby Crandall, Ishii
and Lions (1992) and the book by Fleming and Soner (1993). Next, we recall
the notion of constrained viscosity solutionswhich was introduced by Soner
(1986) and Capuzzo-Dolcetta and Lions (1987) for first-order equations (see also
Ishii and Lions 1990). To this end, we consider a nonlinear second order partial
differential equation of the form

F (X, V , DV , D2V ) = 0 in Ω × [0, T] (A .1)

whereΩ ⊆ R
2, DV andD2V denote the gradient vector and the second deriva-

tive matrix of V , and the functionF is continuous in all its arguments and
degenerate elliptic, meaning that

F (X, p, q, A + B) ≤ F (X, p, q, A) if B ≥ 0. (A.2)

Definition A.1. A continuous function V: Ω × [0, T] → R is a constrained
viscosity solution of (A.1) if the following two conditions hold:

i) V is a viscosity subsolution of (A.1) onΩ × [0, T]; that is, if for anyφ ∈
C1,2(Ω × [0, T]) and any local maximum point X0 ∈ Ω × [0, T] of V − φ,

F (X0, V (X0), Dφ(X0), D2φ(X0)) ≤ 0 .

ii) V is a viscosity supersolution of (A.1) inΩ × [0, T]; that is, if for anyφ ∈
C1,2(Ω × [0, T]) and any local minimum point X0 ∈ Ω × [0, T] of V − φ,

F (X0, V (X0), Dφ(X0), D2φ(X0)) ≥ 0.

Appendix B

Proof of Lemma 4.3.
We first recall that in the regionNT region, the value function satisfies

ρV = 1
2σ2y2Vyy + µyVy + rxVx + max

c≥0
{−cVx + U (c)}. (B.1)

The monotonicity and concavity of the value functionV yields that 2V ≥ xVx +
yVy; this combined with

αVx ≤ Vy ≤ βVx (B.2)

and the inequality (valid by Assumption 3.1)

Ax ≤ y ≤ Bx (B.3)

implies
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2V ≥ yVy

(
1 +

1
βB

)
. (B.4)

Combining (B.1), (B.2), (B.3) and (B.4) yields

1
2
σ2y2Vyy + max

c≥0
{ − cVx + U (c)} ≥ yVy

[ρ

2

(
1 +

1
βB

)
−

(
µ +

r
αA

)]
. (B.5)

We next claim that there exist a constantδ such that

max
c≥0

{−cVx + U (c)} ≤ δyVy. (B.6)

In fact, becauseU (c) ≤ λ2
cγ

γ for someλ2 > 0 and 0< γ < 1 and (B.2), we
get

max
c≥0

{−cVx + U (c)} ≤ 1 − γ

γ
λ

1
1−γ

2
Vy

α
V

1
γ−1

x . (B.7)

By the monotonicity of U (c)
cγ we have, forλ > 1, U (λc) ≥ λγU (c); this

together with the linearity of the state dynamicsxt andyt , gives

V (λx, λy) ≥ λγV (x, y). (B.8)

Next, using the above inequality and following similar arguments as in Sec-
tion 3 of Shreve and Soner (1994) we get

Vx(x, y) ≥ γ

x + βy
V (x, y) (B.9)

and

V (x, y) ≥ λ1

[ 1
γ

(ρ − γr )γ−1

1 − γ
(x + αy)γ

]
(B.10)

Combining (B.9) and (B.10) yields

V
1

γ−1
x ≤ λ

1
γ−1

1
ρ − γr
1 − γ

[ (α + 1
B )γ

β + 1
A

] 1
γ−1

and, from (B.7), max
c≥0

{−cVx + U (c)} ≤ δyVy for

δ =
(λ2

λ1

) 1
1−γ ρ − γr

αγ

[ (α + 1
B )γ

β + 1
A

] 1
γ−1

. (B.10)

Finally, (B.5) and the above inequality yieldyVyy ≥ −mVy for

m =

[
δ +

(
µ + r

αA

)
− ρ

2

(
1 + 1

βB

)]
σ2

.
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