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ON LEVEL CURVES OF VALUE FUNCTIONS IN OPTIMIZATION
MODELS OF EXPECTED UTILITY

CRISTIAN-IOAN TiU AND THALEIA ZARIPHOPOULOU

University of Wisconsin—Madison

We study the level sets of value functions in expected utility stochastic optimization models. We
consider optimal portfolio management models in complete markets with lognormally distributed
prices as well as asset prices modeled as diffusion processes with nonlinear dynamics. Besides the
complete market cases, we analyze models in markets with frictions like correlated nontraded assets
and diffusion stochastic volatilities. We derive, for all the above models, equations that their level
curves solve and we relate their evolution to power transformations of derivative prices. We also
study models with proportional transaction costs in a finite horizon setting and we derive their level
curve equation; the latter turns out to be a Variational Inequality with mixed gradient and obstacle
constraints.
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1. INTRODUCTION

In this paper, we initiate a study of the level sets of the value functions of stochastic
optimization problems that arise in utility maximization models. Level sets are sets on
which the value function is constant and, as the examples below indicate, they might
have a natural connection with derivative prices. The utility maximization models are
the cornerstone in both areas of portfolio management and derivative security pricing,
especially in incomplete markets. In fact in the latter case, such models arise in the
hedging of contingent claims (see Example 1.1) as well as in the pricing of claims via
utility methods. Even though when perfect replication is feasible the utility formulation
is clearly redundant, this method has produced fruitful results in the presence of frictions
that prohibit exact replication.

The study of the level curves has always been of central interest in nonlinear evolution
problems. Problems of this nature also arise in a variety of mathematical finance models
but the level curves of their solutions have not been analyzed yet. Besides studying these
curves for their own sake, there is concrete evidence that they may also contain valuable
information for asset valuation as the following examples indicate.

EXAMPLE 1.1. It is well known that in the presence of transaction costs perfect repli-
cation of contingent claim payoffs is not feasible. Thus one needs to relax the notion of
exact replication in order to be able to price derivatives with transaction costs. Among the
various methodologies proposed—the utility maximization approach, the imperfect hedg-
ing technique, and the superreplication method—the latter produces, from the practical
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point of view, the least interesting results. In fact, as Davis and Clark (1994) conjectured
and Soner, Shreve, and Cvitani¢ (1995) established, the cheapest superreplication strat-
egy is to buy and hold one share of the underlying security. This result was subsequently
generalized by Leventhal and Skorohod (1997) who showed that if the derivative pay-
off g(Sr) satisfies g(S§) ~ £S§ for large S, then in order to have exact superreplication
at expiration, the least expensive strategy is to hold £ shares of the underlying security.
Because these constraints are rather stringent and produce prices of little practical signif-
icance, it is imperative to relax the requirement of exact superreplication by allowing for
a “small slippage.” In other words, one may replace the almost surely superreplication
requirement by the condition that the candidate (super) hedging portfolio dominates the
security payoff with probability € € (0, 1) only.

A convenient way to study such questions is to formulate the problem as a singular
stochastic control one and identify its value function with the maximal probability of
hedging

(b V50 = (Lsflj\PiI) E[l{xH(Z)(yrfg(Sr))zo}/x’ =% n=y5= S]

The constants o and B are related to the proportional transaction costs (see (3.13)
for the definition of (a)z ) and the controlled processes xs, 5, t < s < T represent
the current size of the bond and the stock accounts. The optimization is over the set of
admissible (super) hedging strategies (L, M) and the value function gives the probability
of (super) hedging. It is then immediate that given a slippage threshold corresponding
to superhedging probability € € (0, 1), we can determine the new price by studying the
€-level sets of V.

EXAMPLE 1.2. The utility maximization approach has been proven to be a powerful
method in obtaining the so-called reservation derivative prices in the presence of market
frictions. The prices are determined by comparing the maximal utility of the derivative
holder/buyer to the value function without the opportunity to trade the derivative (see
Hodges and Neuberger 1989; Davis, Panas, and Zariphopoulou 1993; Constantinides
and Zariphopoulou 1999b). Generally speaking and with a slight abuse of notation, for
a European-type derivative of payoff g(Sr), the buyer’s value function is

T
u(x, S,t) = sup [E/ UCy)ds+Vxr+g(Sr), T)/ X =x,8 = S},
A t

where

T
Vix,t)= supE{/ 1 UCs)ds + O(X7)/ X = x}.
Ao t

The processes X and S represent, respectively, the wealth and the primitive asset price;
the functions U and ® are the utility functions of intermediate consumption and terminal
wealth, satisfying U(0) = &(0) = 0; the trading horizon 77 is taken to dominate the
expiration time 7. The sets of admissible policies A and Aq are appropriately defined to
guarantee that the necessary nonnegativity wealth constraints are met.
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In the frictionless case, the price of the derivative is the unique function & = A(S, t)
such that for all (x, S, t)

Vix,t) =u(x —h(S,1),S,1).

One may easily show, after some tedious but routine calculations, that /(S, #) solves
the Black and Scholes equation and that the zero-level sets of u are described by the
derivative price.

EXAMPLE 1.3. Recently Carr, Tari, and Zariphopoulou (1999) showed that in the
absence of arbitrage, the so-called absolute volatility function a(Ss,s), t < s < T,
of the underlying stock price process Sy, must satisfy the nonlinear parabolic problem

(1.2) {at + 3a*ay, + k(t)yay, = q(1)a
' a(0,t) =0, ayT)=v(), (y,1) € RT x [0, T].

The functions k(¢) and ¢(¢) depend on the interest rate and the dividends. The terminal
condition ¥ (y) represents the volatility data for a given “smile.” As we show in Section 2,
the slope f(x,t) of the level curves of the value function of the classical Merton problem
(see Merton 1969, 1971), is given by f(x,t) = §m(x,t) + rx. The coefficients § and r
are positive constants and 7 solves a problem similar to (1.2) (see equation (2.18) later).

Motivated by the examples above, we start herein a systematic, albeit preliminary,
study of the level sets that arise in various utility maximization problems. The basic
analysis is carried out through the properties of the relevant Hamilton—Jacobi—Bellman
(HJB) equation that their value function is expected to solve. We analyze the level curves
of the Merton problem for lognormally distributed prices as well as for the case of
nonlinear price dynamics. In the first case, the slope of the level curves solves a terminal
value problem similar to (1.2) and in the second case, under constant relative risk aversion
(CRRA) references, the level curves are expressed directly as powers of a derivative price.

In Section 3, we study the portfolio optimization problems with stochastic volatility,
when the latter is modeled as a diffusion correlated with the underlying stock price, and
with transaction costs.

2. MODELS WITH NO FRICTIONS

We study the level curves of the value function of the classical optimal portfolio manage-
ment model with general preferences. This model was introduced by Merton (1969, 1971)
for the case of hyperbolic absolute risk aversion (HARA) utility functions and lognor-
mally distributed stock prices, and subsequently was generalized by various authors (see,
among others, Karatzas et al. 1987; Grossman and Zhou 1993; Cvitani¢ and Karatzas
1996; Vila and Zariphopoulou 1997; and Karatzas 1997).

We show that for general preferences the slope of the level curves is proportional to
the optimal feedback portfolio rule. Moreover, we prove that it solves a nonlinear partial
differential equation for which we establish uniqueness of solutions. A by-product of the
latter fact is a comparison result for the optimal feedback portfolio policies in terms of
the individual’s absolute risk aversion coefficient.
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2.1. Models with Lognormal Stock Prices

We start with a brief review of the Merton model assuming general utility functions
and market completeness. To this end, we consider an economy with two securities, a
bond and a stock. The bond’s price B; is deterministic and evolves, for 0 <t <s < T,
according to

dBs = rBgds
2.1

Bt =B>0
with 7 being the interest rate. The stock price is modeled as a diffusion process S
solving for 0 < ¢ < s < T, the stochastic differential equation

dSy = nuSsds + oSy dW,
2.2) { s Hos s s

S =8>0.

The market parameters p and o are respectively the mean rate of return and the
volatility; it is assumed that @ > » > 0 and o0 > 0. The process W is a standard
Brownian motion defined on a probability space (€2, F, P).

Trading takes place between the bond and the stock accounts continuously in time, in
the trading horizon [0, T']. The wealth process satisfies X = r[;) + g with JT? and 7y
representing the current holdings in the bond and the stock accounts.

Using the price equations (2.1) and (2.2) one may easily derive the equation for the
State process

2.3) dX, =rXsds+ (u—r)ngds +ongdWs.

The wealth process must also satisfy the state constraint

2.4 X; >0 ae. t<s<T.

The control ms, ¢t < s < T is admissible if it is JFg-progressively measurable, with
Fs=0oW,;t <u <ys),if it satisfies EflT rrsz ds < 400 and, if it is such that the state

constraint (2.4) is satisfied. We denote the set of admissible policies by A.
The value function is defined as

(2.5) u(x,t) =sup E[U(Xr)/ X; = x],
A

where U = R™ — R is the utility function modeling the individual preferences.

AsSUMPTION 2.1. The utility function U € (C 110, +00) N C2(0, +00)) is increasing,
concave, and satisfies the growth condition U(x) < K(1 4+ x)? for some positive con-
stants K and y, with y € (0, 1). Moreover, U(0) = 0 and —U’(x)/U"(x) = O(x) for
large x.
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The following result was proved in Karatzas et al. (1987).
PRrOPOSITION 2.1.

(i) The value function u € CZ1((0, +00), [0, T)) is the unique increasing and con-
cave solution of the Hamilton—Jacobi—Bellman equation

(2.6) u; + max [%Uznzum + (u—r)ymuy| +rxu, =0
2.7 u(x, T)y=U(x) and u(0,t)=0, tel0,T].

(ii) The optimal policy ¥, t < s < T is given in the feedback form nw} = 7 (X%, s)
where # : RT x [0, T] — Rt is

m—r ux(x,1)
o? Uyx(x, 1)

(2.8) T(x,t)=—

and X is the solution of (2.3) with the policy ' being used.

We now explore the HIB equation (2.6) from a different point of view. First, we
evaluate it at the optimum point (2.8), which yields

2
wW—r u

u; — 5 X 4 rxu, =0.
207 Uyy

Therefore, one may interpret the HIB equation (2.6) as the first-order wave equation

2.9) {ut D=0

u(x,T)=U(x) and u(0,1t)=0,
where
(2.10) .0 = %fr(x, £) + rx.

The above equation is known as the traveling wave equation of first order (see, e.g.,
Zauderer 1983). It is well known for this class of equations that the solution u of (2.9)
is constant along the characteristic curves, denoted herein by x(s),t < s < T. For a
given positive constant ¢, the characteristic curve, say x°(s), is defined as the set x“(s)
on which the value function remains constant; that is,

(2.11) u(x°(s), s) =c.
It is then immediate, in view of (2.9), that the characteristic curves of (2.6) have slope

dxc(s) .
ds
and satisfy at t = T,

2.12)

FE(s), 5) = %fr(ﬁ%s), 5) + rE<(s)

(2.13) 4T = U Yo).

The goal for the rest of this section is to study the evolution of the level curves x€(s).
We accomplish this by studying an autonomous equation that their slope f solves. To
this end, we show that f solves a nonlinear equation, see (2.15), and that, under mild
growth and regularity conditions, f is in fact its unique solution.
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PROPOSITION 2.2. The slope of the characteristic curves f(x,t) given in (2.10) sat-
isfies, for x > 0,

(2.14) f(x,t) > rx,
and it solves the nonlinear parabolic problem

(2.15) 202

fit ——= (= rx) fx +rxfy =1,

e U

@10 _ k- U
f(x, T)= 02 U'() rx, Vx >0,

(2.17) £0,1)=0, 0<i<T.

Proof. First, we recall that the value function u is concave and strictly increasing for
x > 0 (see Karatzas 1997). Therefore, 7 (x, t) > 0, which in view of (2.10) yields (2.14).
To derive equation (2.15), we first use that under Assumption 2.1, the optimal portfolio
feedback function 7 (x, ¢) solves

1
(2.18) A+ 5027%27%” + Xy = 1Rt
with
. w—r U (x) .
(2.19) w(x,T) o2 U"(x) and 7(0,7)

The above equalities follow respectively from (2.8) and (2.9) and, the state constraint (2.4).
Equation (2.18) was derived by He and Huang (1994) and it was further studied by Huang
and Zariphopoulou (1999). The arguments used for its derivation are rather technical and
tedious and we do not present them here; instead, we refer the technically oriented reader
to the above references.

Equation (2.15) and the terminal and boundary conditions (2.16) and (2.17) are then
a direct consequence of (2.18), (2.19) and the definition of f in (2.10). O

The following theorem provides a uniqueness result for the solutions of the fully
nonlinear equation (2.15).!

THEOREM 2.1. Let f: RT x [0, T] — R* be a solution of (2.15)—(2.17) satisfying
the terminal condition ¢ (x) = f(x,T) with ¢ € C2[0, +00) and ¢(x) ~ O(x) for x
large. Then f is the unique solution of (2.15)—(2.17) in the class of functions satisfying
f(x, 1) ~ Ox) for x large and |(f*(x,t))xx| < C for (x,t) € RT x [0, T and some
given constant C.

Proof. The uniqueness result will follow once we establish that 7 (x, ¢) is the unique
solution of (2.18) and (2.19). To simplify the presentation we assume that all coefficients

! Similar results have been recently used by Carr et al. (1999) to establish the unique characterization of
volatility surfaces given a specified “volatility smile” at the expiration time of European derivatives.
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appearing in (2.15)—(2.17) are equal to one and we denote its solution by a(x, ¢); in
other words, with a slight abuse of notation we define,

ax,t)=a(x,t;o=1,u—r=1r=1)
to be a solution of

1
(2.20) ar + §a2axx +xay =a
U'(x)
U//(x)
First, we observe that if a(x, t) satisfies (2.21) and solves the nonlinear problem

(2.21) a(x,T) = and a(x,t) =0.

1
(2.22) ar + E&Z&M =0,
then the function
a(x,t) = ef(Tft)Zz(xe(Tft), 1)

solves (2.20) and (2.21); this can be easily verified by direct differentiation.
Given the above, it suffices to establish uniqueness for the solutions of (2.21) and
(2.22). To this end, we define F : Rt x [0, T] = RT to be

(2.23) F(x,t) = a*(x,1).

Direct calculations yield that F solves

1
Fxe, 1)+ S F O D P (6, 1) = Flx, )
U'(x)
U//(x)
From the assumptions on f(x, ¢) and therefore on 7 (x, ¢) and, in turn, on a(x, t), we get
that F(x, ) ~ O(x?) for x large and that F(x, t)xx < C for (x,1) € RT x [0, T). Using
a variation of the results of Fukuda, Ishii, and Tsutsumi (1993) we get that (2.24), (2.25)
has a unique solution.

Therefore, if aj(x, ) and a>(x, t) are two solutions of (2.22), satisfying also (2.21),
the above uniqueness result yields that

(2.24)
(2.25) F(x,T)= (

2
) and F(0,7) =0, 0<t<T.

(2.26) al(x, 1) = a3(x,1).

Next, we look at the difference G(x,¢) = aj(x,t) — ax(x, t). Differentiation and use
of (2.21) yield that G solves

2.27) {Gf(x’f) +1a¥ (e, G (x, 1) =0

GO,t)=0 and Gx,T)=0, 0<t<T.
Working as above for é(x, t) = ay(x,t) —aj(x,t) yields that G solves
~ 1 ~
(2.28) Gi(x,t)+ Ea%(x, HGyx(x,t) =0,

which, in view of (2.26), coincides with (2.27). Moreover, G 0,T) =0and @(x, T)=0.
We can easily verify that equation (2.27) (or (2.28)) admits a comparison principle and
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we readily conclude that G(x,¢) = 0 and therefore, a;(x,¢) = ax(x,t) for (x,t) €
Rt x [0, T]. O

The following result is an interesting consequence of the uniqueness of solutions of
the autonomous portfolio equation (2.18). It shows that two investors with absolute risk
aversion coefficients, say R(x) and R (x) satisfying R;(x) < Ry(x), always choose their
optimal portfolio policies 71 (x, ¢) and 72 (x, ¢), such that 7| (x, t) > 72 (x, t). Therefore,
it is only the ferminal ordering in the optimal portfolios, via the absolute risk aversion
coefficient, that determines the dynamic ordering of all trading times. Even though this
result follows easily in the case of constant relative risk aversion (CRRA) and exponential
utilities, to our knowledge, this is the first time that this monotonic behavior is established
for dynamic trading models with general individual preferences.

PropoSITION 2.3.  Assume that utilities Uy and U, have absolute risk aversion coef-
ficients R1 and Ry satisfying R1(x) < Ra(x); that is,
U U

Ul(x) = Uy(x)

(2.29)

and Uy(0) = U(0) = 0. Consider the relevant utility maximization problems (2.6)
and (2.7) for utilities Uy and Uy and denote by m{ (x,t) and my (x,t) respectively their
optimal feedback portfolio rules. Assume that w{" and 5 satisfy the growth and regularity
conditions w}(x,t) ~ O(x) and |(7ti*))2€x| < C, for a large constant C and i = 1, 2. Then

(2.30) i (x, 1) > 7i(x, 1), 0<t<T.

2.2. Models with Nonlinear Stock Dynamics

We consider the generalization of the Merton model in a market with two securities, a
deterministic bond and a stock. We allow for the stock price to follow a diffusion process
with nonlinear dynamics. In this setting, the portfolio optimization problem becomes two-
dimensional and closed-form solutions are not generally available. The case of CRRA
functions was recently studied by Zariphopoulou (1999a) who produced the solutions in
a reduced form (see Proposition 2.3 below).

We represent the stock price as the solution of

2.31) dSy = j1(Ss)Ss ds + o (Sy)Ss dWs.

The process W, is a standard Brownian motion on a probability space (€2, F, P) and
the coefficients p, o are given functions of the current stock price. They are assumed to
satisfy, respectively, the global Lipschitz and linear growth conditions | f(y) — f(3)] <
kly — 7| and f2(y) < k*>(1 4 y?) for y > 0, k being a positive constant and f standing
for u and o. Moreover there exist positive constants £; and ¢, such that, for y > 0,
o (y) = L1 and (u(y) —)?)/0*(y) < b

With the above nonlinear stock price dynamics, the wealth state equation becomes

2.32) {dXs = Xy ds + (u(Sy) — Py ds + 0 (Ss)s AW

X;=x>0, 0<t<s<T

with X being the current wealth satisfying the state constraint Xy > 0 as., t <s < T.
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The utility function is of CRRA type
1
(2.33) Ukx)=—xV
14

with y € (0, 1).
The value function is

u(x, S,1) =sup E[U(X7)/ X; =x,8 = §]
A

with A being the set of admissible portfolios.
The proof of the following result is in Zariphopoulou (1999a).

PRrOPOSITION 2.4.

(i) The value function u is given by

xy 1
(2.34) u(x,S,t)y=—V (S, 177,
14

where V : RT x [0, T] — R solves the linear parabolic equation

V4 202(5)S2Vs + [,u(S)S 4 rw®=ns r)S} Vs
2 (I—=y)
(2.35) LY [r (u(S) —r)? }V -
I—vy 2021 —y)]

VS, T)=1 and VO, =e7T  0<i<T.

(ii) The optimal portfolio policy m} is given in the feedback form n} = 7,(X}, S5, 5)
where
SVs u(S) —r }

s = |5+ O |

Using the above representation, one may obtain the level sets of u in a simplified
form. In fact, given ¢ > 0 and x(S, #) being such that

u(x(S,1,S,t) =c,

the representation (2.34) yields

1
(2.36) x6(S, 1) = (cy) 7 [V (S, ))¥—D/r,

with V' solving the linear equation (2.35).

So we see that in the case of complete markets with stocks modeled as diffusion
prices but with nonlinear dynamics the level sets are represented as powers of solutions of
linear parabolic equations. Since such equations are directly related to prices of European
type derivative securities, we observe an interesting connection between level sets and
derivative prices.
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3. MODELS WITH FRICTIONS

In this section we derive the level sets of two fundamental models of optimal portfolio
management in markets with frictions.

3.1. Models with Nontraded Assets

These models are similar to the ones we studied in the previous section but we allow
for a nontraded asset in the market environment. This asset affects the returns of the
underlying security and it is in general correlated with it. A special case is when the
volatility is stochastic and it is modeled as a correlated diffusion process. Of course,
since the volatility is usually unobservable the model might not be very realistic albeit
useful for certain approximations.

We assume that trading takes place between a bond account (with the bond price given
by (2.1)) and a stock account with the stock price S solving

(3.1 dSs = uSsds + o (Ys)Ss dW!,
where 4 > r > 0 and Y; is given by
(3.2) dYs = b(Ys, s)ds +a(Yy, s)dW?.

The processes WS1 and Ws2 are standard Brownian motions on a probability space
(2, F, P) correlated with correlation coefficient p € (—1, 1). The coefficients o : R —
Rt and b, o : R x [0, T] — R satisfy the global Lipschitz and linear growth conditions
|f(v.) = f(3.0)] < K|y—3|and f2(y.1) < k*(1+)?), forevery 1 € [0, T], y. y € R,
K being a positive constant and f standing for o, b, and a. Moreover, uniformly in
y € R and ¢t € [0, T'], there is a positive constant £ such that for y € R and ¢ € [0, T],
a(y) = L.

The value function w is

1
(3.3) w(x, y, 1) =stE<yX’;/Xt =x,Y =y>.
Ay

Here A; is the set of admissible policies 77y which are F-progressively measurable
processes, with Fy = U((Wul, WL?); t <u < s), which satisfy the integrability condition

T
E/ (0 (Yp)Hn?ds < +oo,
t

and which are such that the state wealth X satisfies X; >0 ae.,t <s <T.
Using the state equations (2.1), (3.1), and (3.2), one easily derives the stochastic
differential equation for Xy, namely

(3.4) dXy =rXds + (u—r)mgds + o (Ys)mgdW].

This generalization of the Merton problem was recently solved by the author (see
Zariphopoulou 1999b). Using the apparent homogeneity of the problem and a convenient
power transformation, one may obtain the value function in a reduced form. For the proof
of the following result we refer the reader to Theorem 3.3 of Zariphopoulou (1999b).
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THEOREM 3.1. The value function w is given by
X7 1=y)/(1=y+p?
(35) u)(x,y, t): —H(y’ t)( v/ yTp V)7
14

where H : R x [0, T] — R™ solves the linear parabolic problem

1 5 y('u—}")a(y,t)
(3.6) H, + 2a*(v. ) Hyy + {b(y’ t)“)(l—y)a(y)} g
Lra J/+p7/){r (w =1 }Hzo
-y 202(n(1 =)
3.7) 2. D =1.

The following result is a direct consequence of the representation formula (3.5) for
the value function.

PropOSITION 3.1. The curve x°(y,t) on which the value function satisfies
w(x(y, 1), y,t) = c is given by

(3.8) X 1) = (ey) " H(y, t)(lfy)/(y(lfwrpzy))
with H solving (3.6) and (3.7).

3.2. Models with Transaction Costs

Transaction costs have always been present in financial transactions and their role
in asset pricing has long been of central interest, especially when the financial assets
involved have different liquidity.

The stochastic control problems that arise in models with transaction costs are of sin-
gular type and their HIB equation becomes a Variational Inequality with gradient con-
straints. The majority of existing work on the subject deals with infinite horizon problems
of optimal consumption; see, the pioneering paper of Magill and Constantinides (1976)
and the seminal paper of Davis and Norman (1990). Given that a considerable number of
applications deal with dynamic trading in a finite horizon, it is highly desirable to study
the finite horizon case as well. Important optimization problems in which the finiteness
of the horizon is crucial arise in models of derivative pricing with transaction costs
via the utility maximization approach. These stochastic portfolio optimization problems
consider the optimal policies of the writer and/or the buyer of the derivative security,
which in turn yield useful bounds on the selling and the buying price (see, e.g., Davis
et al. 1993; Davis and Zariphopoulou 1995; Barles and Soner 1998; Constantinides and
Zariphopoulou 1999a, 1999b).

In the sequel we review briefly the underlying finite horizon model and we proceed
with the derivation of the equation of the level curves. To this end, we consider a market
with two securities, a bond and a stock whose prices solve (2.1) and (2.2) respectively.
Trading takes place between the bond the stock accounts and there is no intermediate
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consumption. The amounts x; and y; invested, respectively, in the bond and the stock
account evolve according to the controlled state equations

(3.9) dxs =rxsds — (1 +A)dLs + (1 — p)dM;
. X =X, 0<t<s<T,

and

(3.10) dys :Myst+UySdWs+dLs —dM;
. Vi =Y, 0<t<s<T.

The control processes Ly and M; represent the cumulative purchases and sales of
stock. The pair (Ly, M) is admissible if the processes Ly and M, are Fg-progressively
measurable, right continuous with left limits, and the state constraint

3.11) xs—f-(;)ysan.e. t<s<T
is satisfied, where
(3.12) a=1—p and B=1+A1.
For the rest of the paper, to ease the presentation we adopt the notation
o az ifz>0
(3.13) ( )z =
p Bz ifz<0O.
We denote the set of admissible policies by A,. The value function is defined as

Y
(3.14) V(x, ) = supE{1 (xT + <a>yr) /xt —x, = y},
A LY B

where
(x,y)eﬁ: {(x,y) eR:x+ (;)yZO}.

Following arguments similar to the ones used in Constantinides and Zariphopoulou
(1999Db) yields the following result.

THEOREM 3.2. The value function is the unique concave and increasing in x and Y,
constrained viscosity solution on D x [0, T] of the Variational Inequality

1
(3.15) min{—V, - Eozszyy — uyVy = rxVy, BVy — Vy, —aVy + Vy} =0

satisfying

1 o Y
(3.16) Vix,y, T) = <x+< >y> .
4 B
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The fact that one needs to relax the notion of solutions to the Hamilton—Jacobi—
Bellman equation of stochastic control problems involving models with frictions is by
now well established. For the use of viscosity solutions in models with transaction costs,
we refer the technically interested reader to the review article by Zariphopoulou (1999c).

We are now ready to derive the equation which the level curves of V' satisfy. Note
that up-to-date complete results on the regularity of the value function are generally not
available and the calculations below are formal.

To this end, we consider a constant ¢ > 0 and we look for the function g : R x
[0, T] — R such that

(3.17) Vix,g(x,t),t)=c.
We recall that V' is jointly homogeneous of degree y which yields
(3.18) xVi(x, gx, 1), 1) + g(x, OV (x, g(x, 1), 1) = yV(x, g(x, 1), 1)
and, in turn, that
(3.19) XVix (x, gx, ), 1)+ glx, )Vyy(x, g(x, 1), t)
= =p)gx. )V, (x, glx, 1), 7).
Differentiating twice, (3.17) with respect to x yields
(3.20) Vix (x, 8(x, 1), 1) + 28 (x, )V (x, g(x, 1), 1)
+ g (6, OV (x, g, 1), 1) + g (x, OV yy(x, glx., 1), 1) = 0.

Combining (3.19) and (3.20) gives

[(1 — )& + ngx] Vy+ xg)%Vyy
g—2xgy

(3.21) Viey =

with all the above derivatives of V' being evaluated at the point (x, g(x, t), t).
Using again the homogeneity of V' implies

XViy(x, g(x, ), 1) + g(x, OV, (x, glx, 1), 1) = —(1 — y)Vy(x, g(x, 1), 1),
which together with (3.21) results in

Vyp(x, gx, 1), 1) 1—y x2gex (X, 1)

(3.22) =— — 5
Vy(x, gx, 1), 1) g(x,t) —xg(x,1) (g(x,t) —xgx(x,t))

Differentiating (3.17) with respect to time and x respectively, implies

(3.23) Vitx, g(x, ), ) = =g (x, )V, (x, g(x, 1), 1)

and

(3.24) Vi(x,g(x,0),0) = =g« (x, )V, (x, g(x, 1), 1).
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Combining (3.22), (3.23), and (3.24) yields that the second-order operator appearing
in (3.15), namely

(3.25) LV = —{V; + 502 Vyy + uyV, +rxVy},
when evaluated at (x, g(x, ¢), t) becomes

(3.26) LV (x,g(x,1),t)
=Vy(x, glx,1),1)
-V
glx, ) —xge(x,1)

x2gxx(x,t) )_ ( t)}
(g0 1) —xgex.0)2 ) HETD)

1
x g (x, 1) + 202g2<x,,><

From (3.24) we get that the gradient terms
LV =pVy—-V, and LoV =—aV+V,

evaluated at (x, g(x, t), t) become

(3.27) L1V (x, glx, 1), 1) = =Vy(x, glx, 1), 1)(Bgx (x, 1) + 1)
and
(3.28) LoVi(x,gx,t),t) =V,(x, gx, 1), )(age(x,t) + 1).

Combining (3.26)—(3.28) and canceling the common term V', gives the equation that
g(x, t) satisfies. The latter turns out to be the Variational Inequality

1—y ngxx
2 g

1
(3.29) min{gt +—02g? 5
—xg  (g—xg)

—png, —(Bg + 1), agy + 1} =0.

The terminal condition g(x, T') is recovered easily from (3.16) and it is given by

1
cY —X

(3.30) g,y ={ P

if x > /v

if x <cl/v,

o

Next we make the following transformations.

REMARK 3.1. One may further simplify the second-order part in (3.29) using a number
of transformations. In fact, if k : R x [0, T] — Rissuchthatk(x,?) = e #e 7 g(e¥,1),
0<t<Tandp:Rx[0,T] - Risgivenby p(x,t) = k(x, 5¢) for0 < ¢ < T with
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T = 02T /2, after lengthy arguments, one can argue that there is a well-defined function
q(x,t) such that p(g(x,?),t) = x. Defining

X t
S(x,t) = —q. )+ =+~
(x,1) exp{ q(e )+2+4}

one gets, after tedious but routine calculations, that S solves

. w,( S 1 w, (S 1
mln{Sz + S, aen2t<—b’f +y+ 2) +1, —ﬂe«ﬂ’(—g +y+ 2> - 1} =0

with terminal condition

= 14
R e

erT
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