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Abstract

The class of time-decreasing forward performance processes is analyzed in a portfolio choice model of Ito-type asset dynamics. The associated optimal wealth and portfolio processes are explicitly constructed and their probabilistic properties discussed. These formulae are, in turn, used in analyzing how the investor’s preferences can be calibrated to the market, given his desired investment targets.

1 Introduction

This paper is a contribution to portfolio management from the perspective of investor preferences and, hence, in its spirit is related to the classical expected utility maximization problem introduced by Merton ([8]). Therein, one first chooses an investment horizon and assigns a utility function at the end of it and, in turn, seeks an investment strategy which delivers the maximal expected (indirect) utility of terminal wealth. Recently, the authors proposed an alternative approach to optimal portfolio choice which is based on the so-called forward performance criterion (see, among others, [10] and [9]). In this approach, the investor does not choose her risk preferences at a single point in time, as it is the case in the Merton model, but has the flexibility to revise them dynamically.
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Herein, we focus on a specific case of a forward performance criterion, originally introduced in [10] (see, also [12]). This criterion is a composition of deterministic and stochastic inputs. The deterministic input corresponds to the investor’s preferences, or alternatively, to her tolerance towards risk. It is investor specific, represented by a function, \( u(x,t) \), which is increasing and concave in \( x \), and decreasing in \( t \). The stochastic input, however, is universal for all investors and reflects the objective statement about the market. It is represented by \( A_t = \int_0^t |\lambda_s|^2 \, ds, \ t \geq 0 \), with \( \lambda_t \) being the Sharpe ratio of the available for trading securities. The performance criterion is, then, given by the process \( U_t(x) = u(x, A_t), \ t \geq 0 \). Because of its form and the properties of the involved inputs, the performance process is monotone in wealth and time.

Our contribution is threefold. Firstly, we provide a general characterization of the differential input function, \( u(x,t) \). A space-time harmonic function plays a pivotal role in achieving this. This function is fully characterized by a positive measure which, in turn, becomes the underlying element in the specification of all quantities of interest. An important ingredient is the support of this measure, as it directly affects the domain of the differential input. We provide a detailed study of this interplay.

The second contribution is the explicit construction of the optimal investment strategy and the associated optimal wealth. The specification of these processes is rather general as it does not rely on any Markovian assumptions on asset dynamics or on any specific structure of the investor’s input. To our knowledge, this is one of the very rare cases in which such explicit formulae can be derived in a model as general as the one considered herein.

The third contribution is the initiation of a study on how we can learn about the investor’s risk preferences from his investment goals. For example, the investor may want to specify the average level of wealth he could generate in future times, in the particular market he chooses. This information is, then, used to deduce his preferences which are consistent with this investment target. Such inference problems are, in general, very hard to solve due to lacking closed form formulae, a difficulty that is surpassed herein due to the availability of explicit solutions. It is important to notice that the assessment of market movements is implicitly embedded in the investor’s desired investment goals. In many aspects, this approach can be compared with the calibration of derivative pricing models. Indeed, therein, one also needs to make a statement about the market under the historical measure. Then, assuming no arbitrage, derivatives are valued under the risk neutral measure, with the valuation requiring calibration of the model to the observable market prices of the relevant assets. There is, however, an important difference between the derivative pricing and the portfolio selection problem. In the latter, we cannot rely on the market to give information about the investor’s individual preferences. However, we show how to acquire information about them by asking the investor to specify the desirable to her properties of the wealth process she wishes to generate.

The criterion studied in this paper does not allow for arbitrary stochastic evolution of preferences as the performance process is monotonically decreasing and, hence, its quadratic variation is equal to zero. To incorporate more flexibil-
ity, one needs to work with selection criteria in their full generality. Preliminary results in this direction can be found in [11].

The paper is organized as follows. The model and the general portfolio selection criteria are defined in the next section. In section 3, we present the monotone performance criterion and provide explicit solutions for the associated optimal wealth and portfolio processes. In section 4, we provide a detailed construction of the differential input via the associated space-time harmonic function. In section 5, we analyze the case of deterministic market price of risk and discuss the distributional properties of the optimal wealth. We finish with discussing how the investor specific input can be inferred from targeted properties of her future expected wealth.

2 The model and portfolio selection criteria

The market environment consists of one riskless and \( k \) risky securities. The prices of risky securities are modelled as Itô processes. Namely, the price \( S_i \) of the \( i \)-th risky asset follows

\[
dS_i^t = S_i^t \left( \mu_i^t dt + \sum_{j=1}^{d} \sigma_i^{ij} dW_j^t \right),
\]

with \( S_i^0 > 0 \) for \( i = 1, \ldots, k \). The process \( W_t = (W_t^1, \ldots, W_t^d) \), \( t \geq 0 \), is a standard \( d \)-dimensional Brownian motion, defined on a filtered probability space \((\Omega, \mathcal{F}, \mathbb{P})\). The coefficients \( \mu_i^t \) and \( \sigma_i^t = (\sigma_i^{1i}, \ldots, \sigma_i^{di}) \), \( i = 1, \ldots, k \), \( t \geq 0 \), are \( \mathcal{F}_t \)-adapted processes with values in \( \mathbb{R} \) and \( \mathbb{R}^d \), respectively. For brevity, we write \( \sigma_t \) to denote the volatility matrix, i.e., the \( d \times k \) random matrix \( \left( \sigma_i^{ij} \right) \), whose \( j \)-th column represents the volatility \( \sigma_i^j \) of the \( i \)-th risky asset. We may, then, alternatively write the above equation as

\[
dS_i^t = S_i^t \left( \mu_i^t dt + \sigma_i^j \cdot dW_j \right). \tag{1}
\]

The riskless asset, the savings account, has the price process \( B \) satisfying

\[
 dB_t = r_t B_t dt,
\]

with \( B_0 = 1 \), and for a nonnegative, \( \mathcal{F}_t \)-adapted interest rate process \( r_t \). Also, we denote by \( \mu_t \) the \( k \)-dim vector with coordinates \( \mu_i^t \) and by \( 1 \) the \( k \)-dim vector with every component equal to one. The processes, \( \mu_t, \sigma_t \) and \( r_t \) satisfy the appropriate integrability conditions.

We assume that the volatility vectors are such that

\[
\mu_t - r_t 1 \in Lin \left( \sigma_t^T \right), \tag{2}
\]

where \( Lin \left( \sigma_t^T \right) \) denotes the linear space generated by the columns of \( \sigma_t^T \). This implies that \( \sigma_t^T \left( \sigma_t^T \right)^+ \left( \mu_t - r_t 1 \right) = \mu_t - r_t 1 \) and, therefore, the vector

\[
\lambda_t = \left( \sigma_t^T \right)^+ \left( \mu_t - r_t 1 \right) \tag{3}
\]
is a solution to the equation $\sigma_1^T x = \mu_t - \tau_t \mathbf{1}$. The matrix $(\sigma_1^T)^+$ is the Moore-Penrose pseudo-inverse\(^1\) of the matrix $\sigma_1^T$.

Occasionally, we will be referring to $\lambda_t$ as the market price of risk. It easily follows that

$$\sigma_1^T \lambda_t = \lambda_t$$

(4)

and, hence, $\lambda_t \in \text{ Lin}(\sigma_1)$. We assume throughout that the process $\lambda_t$ is bounded by a deterministic constant $c > 0$, i.e., for all $t \geq 0$,

$$|\lambda_t| \leq c.$$  

(5)

Starting at $t = 0$ with an initial endowment $x \in \mathbb{R}$, the investor invests at any time $t > 0$ in the riskless and risky assets. The present value of the amounts invested are denoted by $\pi^0_t$ and $\pi^i_t$, $i = 1, \ldots, k$, respectively.

The present value of her investment is, then, given by $X^\pi_t = \sum_{i=0}^k \pi^i_t$, $t > 0$. We will refer to $X^\pi_t$ as the discounted wealth. The investment strategies will play the role of control processes and are taken to satisfy the standard assumption of being self-financing. Using (1) we, then, deduce that the discounted wealth satisfies

$$dX^\pi_t = \sum_{i=1}^k \pi^i_t \sigma_1^i \cdot (\lambda_t dt + dW_t) = \sigma_1 \pi_t \cdot (\lambda_t dt + dW_t),$$

(6)

where the (column) vector, $\pi_t = (\pi^i_t; i = 1, \ldots, k)$. The set of admissible strategies, $\mathcal{A}$, is defined as

$$\mathcal{A} = \left\{ \pi : \text{ self-financing with } \pi_t \in \mathcal{F}_t \text{ and } E \left( \int_0^t |\sigma_s \pi_s|^2 ds \right) < \infty, \ t > 0 \right\}.$$  

(7)

The problem we propose to address is that of a choice of an investment strategy from the set $\mathcal{A}$. To this aim, we introduce below a process which measures the performance of any admissible portfolio and gives us a selection criterion. Specifically, a strategy is deemed optimal if it generates a wealth process whose average performance is maintained over time. In other words, the average performance of this strategy at any future date, conditional on today’s information, preserves the performance of this strategy up until today. Any strategy that fails to maintain the average performance over time is, then, sub-optimal.

**Definition 1** An $\mathcal{F}_t$–adapted process $U_t(x)$ is a forward performance if for $t \geq 0$ and $x \in \mathbb{R}$:

i) the mapping $x \rightarrow U_t(x)$ is strictly concave and increasing,

ii) for each $\pi \in \mathcal{A}$, $E (U_t(X^\pi_t))^+ < \infty$, and

$$E (U_s(X^\pi_s) | \mathcal{F}_t) \leq U_t(X^\pi_t), \quad s \geq t,$$  

(8)

\(^1\)See [13] and [7].
iii) there exists $\pi^* \in \mathcal{A}$, for which

$$
E\left(U_s \left(X^*_s\right) \mid \mathcal{F}_t\right) = U_t \left(X^*_t\right), \quad s \geq t.
$$

(9)

We refer the reader to [10] for a detailed discussion on the new concept and its comparison to the classical value function (for the latter, see, among others, [8], [5] and [14]).

The definition of the forward performance process requires the integrability of $(U_t(X^*_t))^+$. This allows us to define the conditional expectations $E \left(U_s \left(X^*_s\right) \mid \mathcal{F}_t\right)$ for $s \geq t$ and, in turn, obtain a more practical intuition for our criteria. This leads, however, to additional integrability assumptions which further constrain the class of forward solutions the investor may employ. On the other hand, from the applications perspective, this may help in the calibration process of the investor’s initial risk preferences.

Alternatively, and simpler from the mathematical viewpoint, it would be to replace conditions ii) and iii) above with corresponding local statements, as proposed next. To this end, we first relax the set of admissible strategies to

$$
\mathcal{A}^l = \left\{ \pi : \text{self-financing with } \pi_t \in \mathcal{F}_t \text{ and } \mathbb{P}\left( \int_0^t |\sigma_s \pi_s|^2 \, ds < \infty \right) = 1, \quad t > 0 \right\}.
$$

(10)

**Definition 2** An $\mathcal{F}_t$–adapted process $U_t(x)$ is a local forward performance if for $t \geq 0$ and $x \in \mathbb{R}$:

i) the mapping $x \mapsto U_t(x)$ is strictly concave and increasing,

ii) for each $\pi \in \mathcal{A}^l$, the process $U_t(X^*_t)$ is a local supermartingale, and

iii) there exists $\pi^* \in \mathcal{A}^l$ such that the process $U_t(X^*_t)$ is a local martingale.

Herein, we do not analyze the relaxed formulation of the problem but only present an example of a local forward performance (see Example 12).

Other modifications of the definition of the forward performance process are possible, all based on the same principle, namely, to choose an investment strategy that keeps the expected investment performance constant across time. For example, one can relax or modify the assumption on monotonicity and (strict) concavity. This is desirable, in particular, for the development of time consistent behavioral portfolio selection models. A natural modification would be to assume the existence of a reference point for the investor’s wealth that defines gains and losses (see, for example, [4]). The mapping $x \mapsto U_t(x)$ should be, then, concave for gains and convex for losses. The supermartingality condition in the above definitions would have to be replaced by a statement about the sign of the drift in the semimartingale decomposition of $U_t(X^*_t)$. Specifically, the drift would be negative when the wealth is above the reference point and positive when below. However, such modifications and extensions are beyond the scope of this paper and are mentioned here only to expose the flexibility of our definition.
We conclude mentioning that the classical Markowitz portfolio selection problem (see, among others [3] and [6]) could be also incorporated into our framework. Indeed, one would need to choose the mean level of wealth and find the portfolio that deviates from it the least, in the variance sense. Note that not all mean functions would be admissible, as it is already demonstrated in this paper (however, with respect to criteria not covering the case of variance). The variance-based criteria deserve a separate treatment which will be carried out in a future study.

3 Monotone performance processes and their optimal wealth and portfolio processes

We focus on the class of time-decreasing performance processes introduced by the authors in [10] (see, also [12] and [9]) and provide a full characterization of the associated optimal wealth and portfolio processes. As mentioned earlier, the performance process, \( U_t(x) \), is constructed by compiling market related input with a deterministic function of space and time, namely, for \( t \geq 0 \),

\[
U_t(x) = u(x, A_t),
\]

where \( u(x, t) \) is increasing and strictly concave in \( x \), and satisfies

\[
u_t = \frac{1}{2} u_x^2,
\]

with \( A_t \) as in (13) below.

The main contribution of this section is the explicit construction of the optimal wealth and portfolio processes, denoted respectively by \( X_t^* \) and \( \pi_t^* \), \( t \geq 0 \). We establish that, in analogy to the forward performance process, these processes are, also, given as a compilation of market input and deterministic functions of space and time. Namely, we show that

\[
X_t^* = h \left( h^{(-1)}(x, 0) + A_t + M_t, A_t \right) \quad \text{and} \quad \pi_t^* = h_x \left( h^{(-1)}(X_t^*, A_t), A_t \right) \sigma_t^+ \lambda_t,
\]

where \( h(x, t) \) is strictly increasing in \( x \) and solves the (backward) heat equation

\[
h_t + \frac{1}{2} h_{xx} = 0,
\]

for \((x, t) \in \mathbb{R} \times [0, +\infty)\). The function \( h^{(-1)} \) stands for the spatial inverse of \( h \).

The market input processes \( A_t \) and \( M_t \), \( t \geq 0 \), are defined as

\[
A_t = \int_0^t |\lambda_s|^2 \, ds \quad \text{and} \quad M_t = \int_0^t \lambda_s \cdot dW_s,
\]

with \( \lambda_t \) as in (3).
The above formulae demonstrate that all quantities of interest can be fully specified as long as the market price of risk is chosen and the functions \( u \) and \( h \) are known. A considerable part of this paper is, thus, dedicated to the study of these functions and, especially, their representation and connection with each other.

For the reader’s convenience, we choose to present these results separately, in the next section. Specifically, it is shown therein (see Propositions 9, 13, 14 and 18) that there exists a one-to-one correspondence (modulo normalization constants) between increasing and strictly concave solutions to (11) with strictly increasing solutions to (12). It is, also, shown that the latter can be represented in terms of the bilateral Laplace transform of a positive finite Borel measure, denoted by \( \nu \). This measure then emerges as the defining element in the entire analysis of the problem at hand. Its presence originates from the classical results of Widder (see Chapter XIV in [17]) on the construction of positive solutions to the heat equation (12). In the investment model we consider, the solution \( h \) of (12) represents the optimal wealth which, however, might take arbitrary values. As a result, a more detailed study is required depending on the range of \( h \).

We proceed with the main theorem in which we provide the optimal wealth, the associated optimal investment strategy and the space-time monotone forward performance process. We state the result without making specific reference to the range of \( h \), as well as the domain and range of \( u \), as the different cases are analyzed in detail later. We, also, do not make any reference to the regularity of these functions since the required smoothness follows trivially from their representation.

We stress, however, that we introduce the integrability condition (14). This condition is stronger than the one needed for the representations of \( h \) (cf. (26)), and in turn of \( u \), but sufficient in order to guarantee the admissibility of the candidate optimal policy (16). It may be relaxed if, for example, one chooses to work instead with local forward performance processes, introduced in Definition 2. For additional comments on condition (14) see the discussion after Example 12.

**Theorem 3** 

i) Let \( h \) be a strictly increasing solution to (12), for \((x,t) \in \mathbb{R} \times [0, +\infty)\), and assume that the associated measure \( \nu \) satisfies
\[
\int_{\mathbb{R}} e^{yx + \frac{1}{2}y^2t} \nu(dy) < \infty. \tag{14}
\]
Let also \( A_t \) and \( M_t \), \( t \geq 0 \), be as in (13) and define the processes \( X_t^* \) and \( \pi_t^* \) by
\[
X_t^* = h \left( h^{(-1)}(x,0) + A_t + M_t, A_t \right) \tag{15}
\]
and
\[
\pi_t^* = h_x \left( h^{(-1)}(X_t^*, A_t), A_t \right) \sigma_t^+ \lambda_t, \tag{16}
\]
\( t \geq 0, \ x \in \mathbb{R} \) with \( h \) as above and \( h^{(-1)} \) standing for its spatial inverse. Then,
the portfolio $\pi_t^*$ is admissible and generates $X_t^*$, i.e.,
\begin{equation}
X_t^* = x + \int_0^t \sigma_s \pi_s^* \cdot (\lambda_s ds + dW_s).
\end{equation}

ii) Let $u$ be the associated with $h$ increasing and strictly concave solution to (11). Then, the process $u(X_t^*, A_t)$, $t \geq 0$, satisfies
\begin{equation}
\begin{aligned}
\frac{du}{u}(X_t^*, A_t) &= u_x(X_t^*, A_t) \sigma_t \pi_t^* \cdot dW_t,
\end{aligned}
\end{equation}

with $X_t^*$ and $\pi_t^*$ as in (15) and (16).

iii) Let $U_t(x)$, $t \geq 0$, $x \in \mathbb{R}$ be given by
\begin{equation}
U_t(x) = u(x, A_t).
\end{equation}

Then, $U_t(x)$ is a forward performance process and the processes $X_t^*$ and $\pi_t^*$ are optimal.

**Proof.** We provide the proof only when $h$ is of infinite range since the cases of semi-infinite range can be worked out by analogous arguments.

As it was mentioned earlier, the representation of $h$ is established in the next section. When $h$ is of infinite range, it is given in Proposition 7, (cf. (30)), rewritten below for convenience, namely,
\begin{equation}
h(x, t) = \int_{\mathbb{R}} e^{yx - \frac{1}{2}y^2 t} - 1 \nu(dy),
\end{equation}

for $(x, t) \in \mathbb{R} \times [0, +\infty)$ (for simplicity we take $C = 0$ in (30)).

For $x \in \mathbb{R}$, $A_t$ and $M_t$ as in (13), we, then, define the process
\begin{equation}
N_t = h^{(-1)}(x, 0) + A_t + M_t,
\end{equation}

where $h^{(-1)}$ is the spatial inverse of $h$. Applying Ito’s formula to $X_t^*$, given in (15), and using (12) yields
\begin{equation}
\begin{aligned}
dX_t^* &= h_x(N_t, A_t) dN_t.
\end{aligned}
\end{equation}

On the other hand, (15) and (16) imply
\begin{equation}
\pi_t^* = h_x(N_t, A_t) \sigma_t^2 \lambda_t,
\end{equation}

$t \geq 0$, and (17) follows from the above and (4).

To establish that $\pi_t^* \in \mathcal{A}$, it suffices to show that the integrability condition in (7) is satisfied. Using that
\begin{equation}
h_x(x, t) = \int_{\mathbb{R}} e^{yx - \frac{1}{2}y^2 t} \nu(dy)
\end{equation}

(cf. (34)) and (15) we have
\begin{equation}
\left( h_x \left( h^{(-1)}(X_t^*, A_t), A_t \right) \right)^2
\end{equation}
\[
\int_{\mathbb{R}} \int_{\mathbb{R}} e^{(y_1+y_2)(h^{-1}(x,0)+A_t+M_t) - \frac{1}{2}(y_1^2+y_2^2)A_t} \nu(dy_1) \nu(dy_2).
\]

From (4), Fubini’s theorem and (13), we deduce

\[
E \left( \int_0^t |\sigma_s \pi_s|^2 \, ds \right) = E \left( \int_0^t \left| h_x \left( h^{-1}(X_s^*, A_s), A_s \right) \sigma_s \pi_s^* \lambda_s \right|^2 \, ds \right)
\]

\[
= E \left( \int_0^t \left( h_x \left( h^{-1}(X_s^*, A_s), A_s \right) \right)^2 \, dA_s \right)
\]

\[
= \int_{\mathbb{R}} \int_{\mathbb{R}} E \left( \int_0^t e^{(y_1+y_2)(h^{-1}(x,0)+A_s+M_s) - \frac{1}{2}(y_1^2+y_2^2)A_s} \nu(dy_1) \nu(dy_2) \right) \, dA_s
\]

where \( \beta_t = M_{A_t}^{-1} \) and \( A_t^{-1} \) stands for the inverse of \( A_t \), \( t \geq 0 \). Using that \( \beta_t \), \( t \geq 0 \), is a Brownian motion on \( (\Omega, \{F_t\}, \mathbb{P}) \) and (5), we obtain

\[
E \left( \int_0^t |\sigma_s \pi_s|^2 \, ds \right)
\]

\[
\leq \int_{\mathbb{R}} \int_{\mathbb{R}} E \left( \int_0^{c^2t} e^{(y_1+y_2)(h^{-1}(x,0)+s+\beta_s) - \frac{1}{2}(y_1^2+y_2^2)s} \, ds \right) \nu(dy_1) \nu(dy_2)
\]

\[
= \int_0^{c^2t} \int_{\mathbb{R}} \int_{\mathbb{R}} e^{(y_1+y_2)(h^{-1}(x,0)+s)+y_1y_2s} \nu(dy_1) \nu(dy_2) \, ds
\]

\[
\leq \int_0^{c^2t} \left( \int_{\mathbb{R}} e^{y(h^{-1}(x,0)+s)+\frac{1}{2}y^2s} \nu(dy) \right)^2 \, ds,
\]

and using (14) we conclude.

ii) The facts that \( u \) satisfies (11) and has the claimed monotonicity and strict concavity properties are established separately, in Proposition 9, where a detailed construction of this function is presented.

To show (18), we apply Ito’s formula to \( u(X_t^*, A_t), t \geq 0 \). To this end, using (20) yields

\[
du(X_t^*, A_t) = u_x(x_t^*, A_t) dX_t^* + u_t(x_t^*, A_t) dA_t + \frac{1}{2} u_{xx}(x_t^*, A_t) d\langle X^* \rangle_t
\]

\[
= u_x(x_t^*, A_t) h_x \left( h^{-1}(X_t^*, A_t), A_t \right) \lambda_t \cdot dW_t
\]

\[
+ u_x(x_t^*, A_t) h_x \left( h^{-1}(X_t^*, A_t), A_t \right) dA_t
\]

\[
+ u_t(x_t^*, A_t) dA_t + \frac{1}{2} u_{xx}(x_t^*, A_t) d\langle X^* \rangle_t.
\]
From (48) in the proof of Proposition 9, we deduce that

$$\frac{du(X^*_t, A_t)}{u_{xx}(X^*_t, A_t)} = h_x \left( h^{(-1)} (X^*_t, A_t) , A_t \right),$$

which combined with the above yields

$$du(X^*_t, A_t) = u_x(X^*_t, A_t) h_x \left( h^{(-1)} (X^*_t, A_t) , A_t \right) \lambda_t \cdot dW_t$$

$$- \frac{(u_x(X^*_t, A_t))^2}{u_{xx}(X^*_t, A_t)} dA_t + u_t(X^*_t, A_t) dA_t + \frac{1}{2} u_{xx}(X^*_t, A_t) d(X^*)_t.$$  

On the other hand, (20) gives

$$u_{xx}(X^*_t, A_t) d(X^*)_t = u_{xx}(X^*_t, A_t) \left( h_x \left( h^{(-1)} (X^*_t, A_t) , A_t \right) \right)^2 dA_t$$

$$= \frac{(u_x(X^*_t, A_t))^2}{u_{xx}(X^*_t, A_t)} dA_t.$$

Therefore,

$$du(X^*_t, A_t) = u_x(X^*_t, A_t) h_x \left( h^{(-1)} (X^*_t, A_t) , A_t \right) \lambda_t \cdot dW_t$$

$$+ \left( u_t(X^*_t, A_t) - \frac{1}{2} \frac{(u_x(X^*_t, A_t))^2}{u_{xx}(X^*_t, A_t)} \right) dA_t,$$

and (18) follows since \(u\) satisfies (11).

iii) We need to establish that \(U_t(x)\) satisfies all conditions in Definition 1. The facts that \(u(x, A_t)\) is \(\mathcal{F}_t\)-adapted and that the mapping \(x \rightarrow u(x, A_t)\) is increasing and strictly concave follow trivially from the properties of \(u\) and \(A_t\).

To establish the integrability condition \(E \left( U_t(X^*_t) \right)^+ < \infty\), we work as follows. We first observe that the strict concavity of \(u\) together with (11) yields \(u_t < 0\) and, hence, \(u(x, t) \leq u(x, 0) \leq ax^+ + b\), for some positive constants \(a\) and \(b\). Also, (6) implies

$$(X^*_t)^+ \leq x^+ + \frac{1}{2} \int_0^t |\sigma_s \pi_s|^2 \, ds + \frac{1}{2} \int_0^t |\lambda_s|^2 \, ds + \left| \int_0^t \sigma_s \pi_s \cdot dW_s \right|.$$  

The integrability of \(E \left( U_t(X^*_t)^+ \right)\) then follows using (5) and that \(\pi_t \in \mathcal{A}\).

To show (8), we observe that for \(\pi_t \in \mathcal{A}\) and \(X^*_t\) as in (6), Ito’s formula yields

$$du(X^*_t, A_t) = \left( u_x(X^*_t, A_t) \sigma_t \pi_t \cdot \lambda_t + u_t(X^*_t, A_t) |\lambda_t|^2 + \frac{1}{2} u_{xx}(X^*_t, A_t) |\sigma_t \pi_t|^2 \right) dt$$

$$+ u_x(X^*_t, A_t) \sigma_t \pi_t \cdot dW_t.$$
Herein, we assume, throughout, and $Y$ with mark (or numeraire) and alternative market views. They solve

$$w_t = \frac{1}{2} u_x (X^*_t, A_t) \sigma_t x_t \lambda_t^2 + \frac{1}{2} u_x (X_t^*, A_t) |\lambda_t|^2 + \frac{1}{2} u_x (X^*_t, A_t) |\sigma_t x_t|^2) dt + u_x (X^*_t, A_t) \sigma_t x_t \cdot dW_t$$

where we used that $u$ solves (11). Using the concavity of $u$, we conclude.

To show (9) we use the form of the above drift, (21) and (16).

**Remark:** We remind the reader that the forward performance process in [10] is more general than the above, namely, it is given by

$$U_t (x) = u \left( \frac{x}{Y_t A_t} \right) Z_t,$$

where the processes $(Y_t, Z_t)$ are arbitrary and represent, respectively, a benchmark (or numeraire) and alternative market views. They solve

$$dY_t = Y_t \delta_t \cdot (\lambda_t dt + dW_t) \quad \text{and} \quad dZ_t = Z_t \phi_t \cdot dW_t,$$

with $Y_0 = Z_0 = 1$ and $\delta_t, \phi_t$ being $\mathcal{F}_t-$adapted processes, satisfying $\sigma_t \delta_t^2 = \delta_t$ and $\sigma_t \phi_t = \phi_t$, $t \geq 0$. The process $A_t$ has a similar form to (13),

$$A_t = \int_0^t |\lambda_s + \phi_s - \delta_s|^2 ds.$$

Herein, we assume, throughout, $\delta_t = \phi_t = 0$, $t \geq 0$, as we focus on monotone time forward performance processes.

The explicit formulae (15) and (16) enable us to analyze the mappings $x \rightarrow X^*_t (\omega)$ and $x \rightarrow \pi^*_t (\omega)$, for fixed $t$ and $\omega$. We study this dependence next. To ease the presentation, we only discuss the case $Range (h) = (-\infty, +\infty)$. We also use the notation $X^*_{t,x} (\omega)$ and $\pi^*_{t,x}$, and introduce the function, $r : \mathbb{R} \times [0, +\infty) \rightarrow (0, +\infty)$, defined as

$$r (x, t) = h_x \left( h^{-1} (x, t), t \right).$$

(22)

A detailed discussion on its role, representation and differential properties is provided in section 4.5. Using (22), the optimal portfolio (cf. (16)) can be, then, written, for $t \geq 0$, as

$$\pi^*_{t,x} = r (X^*_{t,x}, A_t) \sigma_t^+ \lambda_t.$$

(23)

**Proposition 4** Let $X^*_{t,x}$ be given in (15), $t \geq 0$, and $r$ as in (22). Then,

$$\frac{\partial}{\partial x} X^*_{t,x} = \frac{r (X^*_{t,x}, A_t)}{r (x, 0)}$$

(24)

and

$$\frac{\partial}{\partial x} \pi^*_{t,x} = r_x (X^*_{t,x}, A_t) \frac{r (X^*_{t,x}, A_t)}{r (x, 0)} \sigma_t^+ \lambda_t.$$

(25)
Proof. Differentiating (15) with respect to \( x \) yields

\[
\frac{\partial}{\partial x} X_t^{*,x} = h_x \left( h^{(-1)} (x, 0) + A_t + M_t, A_t \right) \frac{\partial}{\partial x} h^{(-1)} (x, 0),
\]

and (24) follows from (22). To establish (25) we differentiate (23) and use (24).

The above result implies that the mapping \( x \to X_t^{*,x} \) is increasing. This is to be expected because the larger the initial endowment the larger the future wealth should be. It, also, shows that the mapping \( x \to \pi_t^{*,x} \) is increasing (or decreasing) depending on the monotonicity of the function \( r \). In general, the latter is not monotone and, therefore, nothing specific can be said about the dependence of the optimal allocation in terms of the initial endowment\(^2\). The monotonicity holds, however, in a special but frequently considered case, namely, when there is no bankruptcy, or more generally when the wealth stays always above a certain threshold. This case is considered in Proposition 22 wherein it is shown that \( r x \geq 0 \) (see (75)). As a result, the mapping \( x \to \pi_t^{*,x} \) is always increasing. Respectively, the other results in the same proposition show that the mapping \( x \to \pi_t^{*,x} \) is always decreasing if the wealth stays below a threshold.

The optimal wealth formula (15) enables us to calculate higher order derivatives. For example, the second order derivative is given below.

**Proposition 5** Let \( X_t^{*,x} \), \( t \geq 0 \), be given in (15) and \( r \) as in (22). Then,

\[
\frac{\partial^2}{\partial x^2} X_t^{*,x} = \frac{\left( r_x \left( X_t^{*,x}, A_t \right) - r_x (x, 0) \right)}{r (x, 0)} \frac{\partial}{\partial x} X_t^{*,x}.
\]

**Proof.** Differentiating (24) yields

\[
\frac{\partial^2}{\partial x^2} X_t^{*,x} = \frac{r_x \left( X_t^{*,x}, A_t \right)}{r (x, 0)} \frac{\partial}{\partial x} X_t^{*,x} - \frac{r_x (x, 0)}{r (x, 0)} \frac{\partial}{\partial x} X_t^{*,x} + \frac{r_x (x, 0)}{r (x, 0)} \frac{\partial}{\partial x} X_t^{*,x},
\]

and we easily conclude using (24) once more. ■

Representation (15) reveals how the market input processes, \( A_t \) and \( M_t \), \( t \geq 0 \), interact with the deterministic input, \( h \), to generate the optimal wealth process. The function \( h \) is, on the other hand, fully specified by the measure \( \nu \). It is, then, natural to ask how the function \( h \) and, in turn, the process \( X_t^{*,x} \), \( t \geq 0 \), depend on the total mass \( \nu (\mathbb{R}) \).

The result below shows an interesting scaling property which allows us to normalize the function \( h \) and assume that \( \nu \) is a probability measure. For simplicity, we only discuss the case \( \text{Range}(h) = (-\infty, +\infty) \).

Let \( h_0 = \nu (\mathbb{R}) \) and denote, with a slight abuse of notation, the associated wealth process by \( X_t^{*,x} \), \( x; h_0 \), \( t \geq 0 \).

---

\(^2\)See, for example, the case \( r (x, t) = \sqrt{ax^2 + be^{-at}} \) analyzed in [18].
Proposition 6 For $h_0 = \nu(\mathbb{R})$, the optimal wealth process (cf. (15)) satisfies, for $t \geq 0$,
\[
\frac{1}{h_0} X_t^*(x; h_0) = X_t^* \left( \frac{x}{h_0}; 1 \right).
\]

Proof. Let \( h(x, t) = \frac{h(x, t)}{h_0} \). Then,
\[
X_t^*(x; h_0) = h_0 h \left( h(t^{-1}) (x, 0) + A_t + M_t, A_t \right).
\]

On the other hand, \( h(t^{-1}) (x, 0) = \bar{h}(t^{-1}) \left( \frac{x}{h_0}, 0 \right) \) and, hence,
\[
X_t^*(x; h_0) = h_0 \bar{h} \left( \bar{h}^{-1} \left( \frac{x}{h_0}, 0 \right) + A_t + M_t, A_t \right) = h_0 X_t^* \left( \frac{x}{h_0}; 1 \right).
\]

4 Representation of the functions \( u \) and \( h \)

The functions \( u \) and \( h \) (see Theorem 3) were instrumental in the construction of the forward performance, and the associated optimal wealth and portfolio processes. In this section, we focus on the representation of these functions and connection with each other. We recall that they satisfy (11) and (12), respectively, and that we are interested in solutions of (11) that are increasing and strictly concave in their spatial argument. We will show that there is a one-to-one correspondence (modulo normalization constants) between this class and strictly increasing solutions to the (backward) heat equation (12).

As it was mentioned in the previous section, the key idea is to represent \( h \) in terms of a finite positive Borel measure \( \nu \) and, in turn, construct \( u \) from \( h \) (see, for example, (30) and (43), respectively). This measure, then, emerges as the defining element in the construction of any object of interest. The main assumption about it is that its bilateral Laplace transform exists\(^3\). Namely, we will be working throughout this section with measures belonging to \( B^+ \left( \mathbb{R} \right) \), defined as
\[
B^+ \left( \mathbb{R} \right) = \left\{ \nu \in B \left( \mathbb{R} \right) : \forall B \in B, \ \nu \left( B \right) \geq 0 \text{ and } \int_{\mathbb{R}} e^{yx} \nu \left( dy \right) < \infty, \ x \in \mathbb{R} \right\}.
\]

The connection between \( \nu \) and \( h \) was established by Widder (see, for example, [17]) for nonnegative solutions of (12). However, these results cannot be applied directly herein since, for the investment applications we consider, the wealth may not be assumed to remain always positive or, more generally,

\(^3\)We remind the reader that this condition is sufficient for the finiteness of \( h \) and \( u \) but does not, in general, guarantee admissibility of the associated policies. For the latter, condition (14) is used.
stay above (or below) a given threshold. As a consequence, different choices for the range of \( h \), which represents the optimal wealth (cf. (15)), require different analysis and are, therefore, examined separately below.

We start with the general theorem which gives us the representation of strictly increasing solutions to the heat equation (12). We introduce the following sets,

\[
B^+_0 (\mathbb{R}) = \{ \nu \in B^+_0 (\mathbb{R}) \text{ and } \nu (\{0\}) = 0 \}, \quad (27)
\]
\[
B^+_0 (\mathbb{R}) = \{ \nu \in B^+_0 (\mathbb{R}) : \nu ((-\infty, 0)) = 0 \} \quad (28)
\]
and
\[
B^+ (\mathbb{R}) = \{ \nu \in B^+_0 (\mathbb{R}) : \nu ((0, +\infty)) = 0 \}. \quad (29)
\]

In what follows \( C \) represents a generic constant. Special choices for it are discussed later on.

**Proposition 7**

i) Let \( \nu \in B^+(\mathbb{R}) \). Then, the function \( h \) defined, for \((x,t) \in \mathbb{R} \times [0, +\infty)\), by

\[
h(x,t) = \int_{\mathbb{R}} \frac{e^{yx} - \frac{1}{2} y^2 t - 1}{y} \nu (dy) + C, \quad (30)
\]

is a strictly increasing solution to (12).

Moreover, if \( \nu (\{0\}) > 0 \), or \( \nu \in B^{+\infty} (\mathbb{R}) \) and \( \int_0^{+\infty} \frac{\nu(dy)}{y} = +\infty \), or \( \nu \in B^{+\infty} (\mathbb{R}) \) and \( \int_{-\infty}^{0} \frac{\nu(dy)}{y} = -\infty \), then \( Range (h) = (-\infty, +\infty) \), for \( t \geq 0 \).

On the other hand, if \( \nu \in B^{+\infty} (\mathbb{R}) \) with \( \int_0^{+\infty} \frac{\nu(dy)}{y} < +\infty \) (resp. \( \nu \in B^{+\infty} (\mathbb{R}) \) with \( \int_{-\infty}^{0} \frac{\nu(dy)}{y} > -\infty \)), then \( Range (h) = \left( C - \int_{-\infty}^{0} \frac{\nu(dy)}{y}, +\infty \right) \) (resp. \( Range (h) = \left( -\infty, C - \int_{0}^{+\infty} \frac{\nu(dy)}{y} \right) \)), for \( t \geq 0 \).

ii) Conversely, let \( h : \mathbb{R} \times [0, +\infty) \to \mathbb{R} \) be a strictly increasing solution to (12). Then, there exists \( \nu \in B^{+\infty} (\mathbb{R}) \) such that \( h \) is given by (30).

Moreover, if \( Range (h) = (-\infty, +\infty) \), \( t \geq 0 \), then it must be either that \( \nu (\{0\}) > 0 \), or \( \nu \in B^{+\infty} (\mathbb{R}) \) and \( \int_0^{+\infty} \frac{\nu(dy)}{y} = +\infty \), or \( \nu \in B^{+\infty} (\mathbb{R}) \) and \( \int_{-\infty}^{0} \frac{\nu(dy)}{y} = -\infty \).

On the other hand, if \( Range (h) = (x_0, +\infty) \) (resp. \( Range (h) = (-\infty, x_0) \)), \( t \geq 0 \) and \( x_0 \in \mathbb{R} \), then it must be that \( \nu \in B^{+\infty} (\mathbb{R}) \) with \( \int_{0}^{+\infty} \frac{\nu(dy)}{y} < +\infty \) (resp. \( \nu \in B^{+\infty} (\mathbb{R}) \) with \( \int_{-\infty}^{0} \frac{\nu(dy)}{y} > -\infty \)).

**Proof.**

i) Without loss of generality, we take \( C = 0 \). We first establish that \( h (x,t) \) is well defined. Indeed, for \((x,t) \in \mathbb{R} \times [0, +\infty)\), we have

\[
\int_{\mathbb{R}} \left| \frac{e^{yx} - \frac{1}{2} y^2 t - 1}{y} \right| \nu (dy) = \int_{|y| > 1} \left| \frac{e^{yx} - \frac{1}{2} y^2 t - 1}{y} \right| \nu (dy) \quad (31)
\]
On the other hand, one can show that, for fixed \((x, t)\) and \(|y| \leq 1\), the inequality

\[
\left| \frac{e^{yx - \frac{1}{2}y^2t} - 1}{y} \right| \leq e^{|x| + \frac{1}{2}} - 1
\]

holds\(^4\). Combining the above, we deduce

\[
\int_{|y| > 1} \left| \frac{e^{yx - \frac{1}{2}y^2t} - 1}{y} \right| \nu(dy) \leq \int_{|y| > 1} e^{yx} \nu(dy) + \nu(\mathbb{R}) e^{|x| + \frac{1}{2}} < +\infty.
\]

Differentiating under the integral yields

\[
h_x(x, t) = \int_{\mathbb{R}} e^{yx - \frac{1}{2}y^2t} \nu(dy)
\]

and the claimed monotonicity of \(h\) follows. Note that \(h_x(x, t)\) is well defined because \(0 \leq h_x(x, t) < h_x(x, 0) < +\infty\), as \(\nu \in \mathcal{B}^+(\mathbb{R})\). Further differentiation yields

\[
h_{xx}(x, t) = \int_{\mathbb{R}} ye^{yx - \frac{1}{2}y^2t} \nu(dy) \quad \text{and} \quad h_t(x, t) = \frac{1}{2} \int_{\mathbb{R}} ye^{yx - \frac{1}{2}y^2t} \nu(dy).
\]

The fact that \(h\) solves (12) would follow provided the above integrals are well defined. For \(x \neq 0\), we have

\[
\left| \int_{\mathbb{R}} ye^{yx - \frac{1}{2}y^2t} \nu(dy) \right| \leq \frac{1}{|x|} \int_{\mathbb{R}} |yx| e^{yx - \frac{1}{2}y^2t} \nu(dy)
\]

\[
\leq \frac{1}{|x|} \int_{\mathbb{R}} (|yx| - 1) e^{yx - \frac{1}{2}y^2t} \nu(dy)
\]

\[
\leq \frac{1}{|x|} \left( \int_{|yx| \leq 0} (|yx| - 1) e^{yx - \frac{1}{2}y^2t} \nu(dy) + \int_{|yx| > 0} (|yx| - 1) e^{yx - \frac{1}{2}y^2t} \nu(dy) \right)
\]

\[
\leq \frac{1}{|x|} \left( \int_{|yx| \leq 0} (1 - e^{yx}) e^{-\frac{1}{2}y^2t} \nu(dy) + \int_{|yx| > 0} e^{2yx - \frac{1}{2}y^2t} \nu(dy) \right)
\]

\[
\leq \frac{1}{|x|} \int_{|yx| \leq 0} \nu(dy) + \frac{1}{|x|} \int_{|yx| > 0} e^{2yx} \nu(dy),
\]

and the assertion follows using that \(\nu \in \mathcal{B}^+(\mathbb{R})\). The case \(x = 0\) follows trivially.

\(^4\)Indeed, we have \(\sum_{n=1}^{\infty} \frac{y^{n-1}(x-\frac{1}{2}yt)^n}{n!} \leq \sum_{n=1}^{\infty} \frac{|y|^{n-1}(x)^n}{n!} \leq e^{\left|\frac{y}{\sqrt{2}}\right|^2} \leq e^{|x| + \frac{1}{2}} - 1.\)
Next, we establish that if $\nu$ has the aforesaid properties then, for each $t \geq 0$, $h$ is of full range. Given that $h$ is continuous, we need to show that, for $t \geq 0$,
$$
\lim_{x \to -\infty} h(x, t) = -\infty \quad \text{and} \quad \lim_{x \to +\infty} h(x, t) = +\infty.
$$
(35)

From (30) we have
$$
h(x, t) = \int_{-\infty}^{0^-} e^{yx - \frac{1}{2}y^2t} - 1 \frac{\nu(dy)}{y} + x\nu(\{0\}) + \int_{0^+}^{+\infty} e^{yx - \frac{1}{2}y^2t} - 1 \frac{\nu(dy)}{y}.
$$
(36)

We first look at the case $\nu(\{0\}) > 0$. If both $\nu((-\infty, 0)) = 0$ and $\nu((0, +\infty)) = 0$, (35) follows directly. If $\nu((-\infty, 0)) = 0$ and $\nu((0, +\infty)) > 0$, the monotone convergence theorem gives
$$
\lim_{x \to \pm\infty} \left( x\nu(\{0\}) + \int_{0^+}^{+\infty} e^{yx - \frac{1}{2}y^2t} - 1 \frac{\nu(dy)}{y} \right) = \pm\infty.
$$
The case $\nu((-\infty, 0)) > 0$ and $\nu((0, +\infty)) = 0$ follows similarly.

Next, we assume $\nu \in \mathcal{B}_0^+(\mathbb{R})$. Then, (36) yields
$$
h(x, t) = \int_{-\infty}^{0^-} e^{yx - \frac{1}{2}y^2t} - 1 \frac{\nu(dy)}{y} + \int_{0^+}^{+\infty} e^{yx - \frac{1}{2}y^2t} - 1 \frac{\nu(dy)}{y},
$$
and we easily deduce (35) if $\nu((-\infty, 0)) \times \nu((0, +\infty)) > 0$.

If $\nu \in \mathcal{B}_0^+(\mathbb{R})$ and it, also, satisfies $\nu((-\infty, 0)) = 0$ and $\int_{0^+}^{+\infty} \frac{1}{y} \nu(dy) = +\infty$, then the monotone convergence theorem yields
$$
\lim_{x \to +\infty} h(x, t) = \lim_{x \to +\infty} \int_{0^+}^{+\infty} e^{yx - \frac{1}{2}y^2t} - 1 \frac{\nu(dy)}{y} = +\infty
$$
and
$$
\lim_{x \to -\infty} h(x, t) = -\int_{0^+}^{+\infty} \frac{1}{y} \nu(dy) = -\infty.
$$
The case $\nu \in \mathcal{B}^-_0(\mathbb{R})$ with $\int_{-\infty}^{0^-} \frac{1}{y} \nu(dy) = -\infty$ follows similarly as well as the cases $\nu \in \mathcal{B}_0^+(\mathbb{R})$ with $\int_{0^+}^{+\infty} \frac{1}{y} \nu(dy) < +\infty$, and $\nu \in \mathcal{B}_0^+(\mathbb{R})$ with $\int_{-\infty}^{0^-} \frac{1}{y} \nu(dy) > -\infty$.

ii) Let $h$ be a strictly increasing solution to (12). Then, its spatial derivative satisfies $h_x(x, t) \geq 0$ and solves (12). Thus, Widder’s theorem implies the existence of $\nu \in \mathcal{B}^+(\mathbb{R})$ such that the representation
$$
h_x(x, t) = \int_{\mathbb{R}} e^{yx - \frac{1}{2}y^2t} \nu(dy)
$$
(37)
holds. We, then, have $h_{xx}(x, t) = \int_{\mathbb{R}} ye^{yx - \frac{1}{2}y^2t} \nu(dy)$ (its finiteness follows easily) which combined with (12) yields
$$
h_t(x, t) = -\frac{1}{2} \int_{\mathbb{R}} ye^{yx - \frac{1}{2}y^2t} \nu(dy).
$$
If \( \text{Range} \,(h) = (-\infty, +\infty) \), \( t \geq 0 \), integrating yields
\[
h(x, t) = \int_0^t h_t(x, s) \, ds + \int_{x_0}^x h_x(z, 0) \, dz + h(x_0, 0), \tag{38}
\]
for any \( x_0 \in \mathbb{R} \). Combining the above we obtain
\[
h(x, t) = -\frac{1}{2} \int_0^t \int_\mathbb{R} y e^{y_{yx} - \frac{1}{2}y^2 s} \nu(dy) \, ds + \int_{x_0}^x \int_\mathbb{R} e^{y_{yx}} (dy) \, dz + h(x_0, 0). \tag{39}
\]

Note that for \( \nu \in \mathcal{B}^+ (\mathbb{R}) \),
\[
\int_0^t \int_\mathbb{R} y e^{y_{yx} - \frac{1}{2}y^2 s} \nu(dy) \, ds \leq t \int_\mathbb{R} |y| e^{y_{yx}} \nu(dy) < \infty,
\]
and, thus, Fubini’s theorem yields
\[
-\frac{1}{2} \int_0^t \int_\mathbb{R} y e^{y_{yx} - \frac{1}{2}y^2 s} \nu(dy) \, ds = -\frac{1}{2} \int_\mathbb{R} \int_0^t y e^{y_{yx} - \frac{1}{2}y^2 s} \nu(dy) \, ds
\]
\[
= \int_\mathbb{R} e^{y_{yx} - \frac{1}{2}y^2 t} - e^{y_{yx}} \frac{y}{y} \nu(dy).
\]

Moreover, Tonelli’s theorem yields
\[
\int_{x_0}^x \int_\mathbb{R} e^{y_{yx}} (dy) \, dz = \int_\mathbb{R} \int_{x_0}^x e^{y_{yx}} \, dz \nu(dy) = \int_\mathbb{R} e^{y_{yx}} - e^{y_{yx}x_0} \frac{y}{y} \nu(dy).
\]

Observe that both integrals above are well defined as it was shown in the proof of part i). Using (39) gives
\[
h(x, t) = \int_\mathbb{R} e^{y_{yx} - \frac{1}{2}y^2 t} - e^{y_{yx}} \nu(dy) + h(x_0, 0).
\]

Without loss of generality we choose \( x_0 = 0 \) and we easily conclude.

Next, we establish that if \( h \) is of full range, for each \( t \geq 0 \), it must be that \( \nu(\{0\}) > 0 \), or, otherwise, either \( \nu \in \mathcal{B}^+ (\mathbb{R}) \) with \( \int_0^{+\infty} \frac{1}{y} \nu(dy) = +\infty \), or \( \nu \in \mathcal{B}^+ (\mathbb{R}) \) with \( \int_{-\infty}^{0} \frac{1}{y} \nu(dy) = -\infty \). Note that (35) must hold, for each \( t \geq 0 \), as \( h \) is continuous.

Let us assume that \( \nu \in \mathcal{B}^+ (\mathbb{R}) \) and \( \int_{0}^{+\infty} \frac{1}{y} \nu(dy) < +\infty \). Then, (36) would give
\[
\lim_{x \to -\infty} h(x, t) = \lim_{x \to -\infty} \int_{0}^{+\infty} e^{y_{yx} - \frac{1}{2}y^2 t} - e^{y_{yx}} \frac{1}{y} \nu(dy) = -\int_{0}^{+\infty} \frac{1}{y} \nu(dy) > -\infty,
\]
contradicting (35). All other cases follow along similar arguments and their proof is, thus, omitted.

The following auxiliary result will be used in the sequel. Because we will examine the various cases of the range of \( h \) separately, we state the result without making specific reference to the domain of the spatial inverse, \( h^{(-1)} \).
Lemma 8 Let $h$ be a strictly increasing solution to (12). Then its spatial inverse, $h^{(-1)}$, satisfies

$$\frac{\partial}{\partial t} h^{(-1)} (x, t) + \frac{1}{2} \frac{\partial^2}{\partial x^2} h^{(-1)} (x, t) = 0.$$  (40)

We continue with the representation of increasing and strictly concave solutions to (11). As mentioned earlier, we will show that there is a one to one correspondence (modulo normalization constants) between this class and the one of strictly increasing solutions to (12).

4.1 Range ($h$) = ($-\infty, +\infty$)

We recall that $h$ is given by (30), for $(x, t) \in \mathbb{R} \times [0, +\infty)$. For convenience, we choose $C = 0$ and, thus,

$$h(0, 0) = 0.$$  (41)

We show how to construct from such an $h$ a globally defined increasing and strictly concave solution $u$ to (11). We, also, show the converse construction.

Note that from the properties of $u$, we would have $u_x(x, t) \neq 0$ and $|u(x, t)| < +\infty$, $t \geq 0$, for $(x, t) \in \mathbb{R} \times [0, +\infty)$. In addition, solutions of (11) are invariant with respect to affine transformations. Therefore, if $u$ is a solution,

$$u_t(x, t) = \frac{1}{u_x(x_0, 0)} u(x, t) - \frac{u(x_0, 0)}{u_x(x_0, 0)}$$

is also a solution, for each $x_0 \in \mathbb{R}$. Without loss of generality, we may choose, as in (41), $x_0 = 0$ to be a reference point. We, then, assume that

$$u(0, 0) = 0 \text{ and } u_x(0, 0) = 1.$$  (42)

Note, however, that while the first equality is imposed in an ad hoc way, the second one is in accordance with (41), as (45) below indicates.

Proposition 9 i) Let $\nu \in \mathcal{B}^+(\mathbb{R})$ and $h : \mathbb{R} \times [0, +\infty) \to \mathbb{R}$ be as in (30) with the measure $\nu$ being used. Assume that $h$ is of full range, for each $t \geq 0$ and let $h^{(-1)} : \mathbb{R} \times [0, +\infty) \to \mathbb{R}$ be its spatial inverse. Then, the function $u$ defined for $(x, t) \in \mathbb{R} \times [0, +\infty)$ and given by

$$u(x, t) = -\frac{1}{2} \int_0^t e^{-h^{(-1)}(x, s)} h_x \left( h^{(-1)}(x, s), s \right) ds + \int_0^x e^{-h^{(-1)}(z, 0)} dz,$$  (43)

is an increasing and strictly concave solution of (11) satisfying (42).

Moreover, for $t \geq 0$, the Inada conditions,

$$\lim_{x \to -\infty} u_x(x, t) = +\infty \text{ and } \lim_{x \to +\infty} u_x(x, t) = 0,$$  (44)

are satisfied.
ii) Conversely, let \( u \) be an increasing and strictly concave function satisfying, for \((x, t) \in \mathbb{R} \times [0, +\infty)\), (11) and (42), and the Inada conditions (44), for \( t \geq 0\).

Then, there exists \( \nu \in \mathcal{B}^+ (\mathbb{R})\), such that \( u \) admits representation (43) with \( h \) given by (30), for \((x, t) \in \mathbb{R} \times [0, +\infty)\). Moreover, \( h \) is of full range, for each \( t \geq 0\), and satisfies (41).

**Proof.** i) First, we establish that the integrals in (43) are well defined. Using (37) and Tonelli’s theorem we have

\[
\begin{align*}
\int_0^t e^{-h(\cdot)(x,s)} + \frac{\kappa}{2} h_x \left( h^{-1}(x,s), s \right) ds &= \int_0^t \int_\mathbb{R} e^{(y-1)h^{-1}(x,s)} + \frac{\kappa}{2} y^2 \nu(dy) ds \\
&\leq e^{\frac{\kappa}{2}} \int_\mathbb{R} e^{(y-1)h^{-1}(x,s)} ds \nu(dy) \\
&= e^t \int_\mathbb{R} e^{(y-1)h^{-1}(x,s)} ds \nu(dy) + e^t \int_0^t e^{(y-1)h^{-1}(x,s)} ds \nu(dy) \\
&\leq te^t \int_\mathbb{R} e^{(y-1) \max_{0 \leq s \leq t} h^{-1}(x,s)} \nu(dy) \\
&+ te^t \int_0^1 e^{(y-1) \min_{0 \leq s \leq t} h^{-1}(x,s)} \nu(dy).
\end{align*}
\]

Using Tonelli’s theorem once more, we have that the second integral in (43) satisfies

\[
\int_0^t e^{-h^{-1}(x,s)} ds = \int_{h^{-1}(0,0)}^{h^{-1}(x,0)} e^{-z'h_x(z',0)} dz'
\]

\[
= \int_{h^{-1}(0,0)}^{h^{-1}(x,0)} \int_\mathbb{R} e^{(y-1)z'} \nu(dy) dz' = \int_\mathbb{R} \frac{e^{(y-1)h^{-1}(x,0)} - e^{(y-1)h^{-1}(0,0)}}{y-1} \nu(dy),
\]

and its finiteness follows from arguments similar to the ones used in the proof of Proposition 7.

Differentiating (43) and using that \( h \) solves (12) yield

\[
\begin{align*}
u_x (x, t) &= \frac{1}{2} \int_0^t \left( 1 - \frac{h_{xx}}{h_x} \left( h^{-1}(x,s), s \right) \right) e^{-h^{-1}(x,s)} + \frac{\kappa}{2} ds + e^{-h^{-1}(x,0)} \\
&= \frac{1}{2} \int_0^t \left( 1 + \frac{h_x}{h_x} \left( h^{-1}(x,s), s \right) \right) e^{-h^{-1}(x,s)} + \frac{\kappa}{2} ds + e^{-h^{-1}(x,0)} \\
&= \frac{1}{2} \int_0^t \frac{\partial}{\partial s} h^{-1}(x,s) e^{-h^{-1}(x,s)} + \frac{\kappa}{2} ds + e^{-h^{-1}(x,0)}
\end{align*}
\]

and, therefore,

\[
u_x (x, t) = e^{-h^{-1}(x,t)} + \frac{\kappa}{2}.
\]
Further differentiation yields
\[ \frac{u_x^2}{u_{xx}} (x, t) = -e^{-h^{(-1)}(x, t)} + \frac{1}{2} h (x, t). \]

On the other hand, (43) implies
\[ u_t (x, t) = -\frac{1}{2} e^{-h^{(-1)}(x, t)} + \frac{1}{2} h_x (h^{(-1)} (x, t), t) = -\frac{1}{2} \frac{\partial}{\partial x} h^{(-1)} (x, t). \]

Combining the above two equalities, we deduce that \( u \) satisfies (11).

To establish (42) and (44), we first observe that the assumption of full range yields, for each \( t \geq 0 \), \( \lim_{x \to \pm \infty} h^{(-1)} (x, t) = \pm \infty \). Both assertions, then, follow from (45).

ii) Let \( u \) be an increasing and strictly concave function, defined for \( (x, t) \in \mathbb{R} \times [0, +\infty) \) and satisfying (11), (42) and (44). Using that \( u_x \) is invertible, with \( (u_x)^{(-1)} : (0, +\infty) \times [0, +\infty) \to \mathbb{R} \), we define, for \( (x, t) \in \mathbb{R} \times [0, +\infty) \), the function \( h \) by
\[ h (x, t) = (u_x)^{(-1)} \left( e^{-x + \frac{1}{2}}, t \right). \]

Note that \( h \) is invertible in the space variable since
\[ h_x (x, t) = -\frac{e^{-x + \frac{1}{2}}}{u_{xx} (h (x, t), t)} > 0. \]

Differentiating (11) yields
\[ u_{xt} = u_x - \frac{1}{2} u_x^2 u_{xxx}. \]

In turn,
\[ u_{xx} (x, t) = -\frac{\partial}{\partial t} h^{(-1)} (x, t) + \frac{1}{2} u_x (x, t), \]
\[ u_{xx} (x, t) = -\left( \frac{\partial}{\partial x} h^{(-1)} (x, t) \right) u_x (x, t) \]
and
\[ u_{xxx} (x, t) = \left( -\frac{\partial^2}{\partial x^2} h^{(-1)} (x, t) + \left( \frac{\partial}{\partial x} h^{(-1)} (x, t) \right)^2 \right) u_x (x, t) . \]

Combining the above, we obtain that \( h^{(-1)} \) satisfies
\[ \frac{\partial}{\partial t} h^{(-1)} (x, t) + \frac{1}{2} \frac{\partial^2}{\partial x^2} h^{(-1)} (x, t) = 0. \]
and using Lemma 8 we deduce that its spatial inverse, \( h \), solves (12). On the other hand, (46) and (42) yield that \( h(0,0) = 0 \). Finally, (46) and the Inada conditions yield

\[
\lim_{x \to -\infty} h(x,t) = -\infty \quad \text{and} \quad \lim_{x \to +\infty} h(x,t) = +\infty.
\]

Therefore, \( h \) solves (12), is strictly increasing and of full range, for each \( t \geq 0 \). Using part ii) of Proposition 7 we obtain (30) for some \( \nu \in \mathcal{B}^+(\mathbb{R}) \) with the appropriate properties.

It remains to show that \( u \) is given by (43). Using (11), (46) and the form of \( u_{xx}(x,t) \), we, in turn, obtain

\[
u_t(x,t) = -\frac{1}{2} e^{-h(-1)(x,t)} + \frac{1}{2} \frac{\partial}{\partial x} \left( h(-1)_x(x,t), t \right).
\]

Integrating and using (42) yields

\[
u(x,t) = \int_0^t \nu_t(x,s) \, ds + \int_0^x u_x(z,0) \, dz,
\]

and (43) follows from direct integration. Note that the above two integrals are well defined as it follows from arguments used in the proof of part i). We easily conclude.

\textbf{Example 10} Let \( \nu = \delta_0 \), where \( \delta_0 \) is a Dirac measure at 0. Then, (30) yields

\[
u(x,t) = x,
\]

and, therefore, (43) implies

\[
u(x,t) = -\frac{1}{2} \int_0^t e^{-x + \frac{x^2}{2}} ds + \int_0^x e^{-x} dz = 1 - e^{-x + \frac{x^2}{2}}.
\]

This class of forward performance processes is analyzed in detail in [9].

\textbf{Example 11} Let \( \nu(dy) = \frac{b}{2} (\delta_a + \delta_{-a}) \), \( a,b > 0 \), and \( \delta_{\pm a} \) are Dirac measures at \( \pm a \). We, then, have

\[
u(x,t) = \frac{b}{a} e^{-\frac{1}{2}a^2t} \sinh (ax).
\]

Thus,

\[
u(-1)(x,t) = \frac{1}{a} \ln \left( \frac{a}{b} xe^{\frac{1}{2}a^2t} + \sqrt{\frac{a^2}{b^2}x^2e^{a^2t} + 1} \right)
\]

and, in turn,

\[
u_x(h(-1)(x,t), t) = be^{-\frac{1}{2}a^2t} \cosh \left( \ln \left( \frac{a}{b} xe^{\frac{1}{2}a^2t} + \sqrt{\frac{a^2}{b^2}x^2e^{a^2t} + 1} \right) \right)
\]
If, \( a = 1 \), then (43) yields

\[
u(x, t) = \frac{1}{2} \left( \ln \left( x + \sqrt{x^2 + b^2e^{-t}} \right) - \frac{e^t}{b^2} x \left( x - \sqrt{x^2 + b^2e^{-t}} \right) - \frac{t}{2} \right) - \frac{1}{2} \ln b,
\]

while, if \( a \neq 1 \),

\[
u(x, t) = \frac{\sqrt{\alpha}}{\alpha^2 - 1} \frac{b^2 e^{-at} + a \left( 1 + \alpha \right) \left( \alpha x^2 + x \sqrt{\alpha^2 x^2 + b^2 e^{-at}} \right)}{\left( \alpha x + \sqrt{\alpha^2 x^2 + b^2 e^{-at}} \right)^{1 + \frac{1}{\alpha}}} - \frac{\sqrt{\alpha}}{\alpha^2 - 1} b^{1 - \frac{1}{\alpha}}.
\]

The involved calculations are cumbersome and, for this, omitted. A complete description of this class of solutions can be found in [18].

It is worth mentioning that the above functions provide an interesting extension of the traditional power and logarithmic utilities, mostly frequently used in portfolio choice. Note, however, that the latter utilities are not globally defined while the above are.

**Example 12** Let \( \nu(dy) = \frac{1}{\sqrt{2\pi}} e^{-\frac{1}{2}y^2} dy \). Then,

\[
h(x, t) = F \left( \frac{x}{\sqrt{t + 1}} \right) \quad \text{with} \quad F(x) = \int_0^x e^{\frac{1}{2}z^2} dz, \quad x \in \mathbb{R}.
\]

Therefore, \( h^{(-1)}(x, t) = \sqrt{t + 1} F^{(-1)}(x) \) and thus,

\[
h_x \left( h^{(-1)}(x, t), t \right) = \frac{1}{\sqrt{t + 1}} f \left( F^{(-1)}(x) \right),
\]

with \( f(x) = F'(x) \). Then, (43) becomes

\[
u(x, t) = -\frac{1}{2} \int_0^t \frac{1}{\sqrt{s + 1}} f \left( F^{(-1)}(x) \right) e^{-\sqrt{s + 1} F^{(-1)}(x) + \frac{1}{2} s} ds + \int_0^x e^{-F^{(-1)}(z)} dz.
\]

It turns out that

\[
u(x, t) = k_1 F \left( F^{(-1)}(x) - \sqrt{t + 1} \right) + k_2
\]

with \( k_1 = e^{-\frac{1}{2}} \) and \( k_2 = e^{-\frac{1}{2}} \int_1^0 e^{\frac{1}{2}z^2} dz \).

The calculations are rather tedious but one can verify that \( u \) satisfies (42) and solves (43). Indeed,

\[
u_t(x, t) = -k_1 \frac{f \left( F^{(-1)}(x) - \sqrt{t + 1} \right)}{2\sqrt{t + 1}}, \quad u_x(x, t) = k_1 \frac{f \left( F^{(-1)}(x) - \sqrt{t + 1} \right)}{f \left( F^{(-1)}(x) \right)}
\]
and
\[ u_{xx} (x, t) = -k_1 \sqrt{t + 1} \frac{f \left( F^{-1} (x) - \sqrt{t + 1} \right)}{(f \left( F^{-1} (x) \right))^2}, \]
and (11) follows. The equalities in (42) also follow from the form of \( u \) and the choice of the constants \( k_1, k_2 \). Note, moreover, that the above yields
\[ u_x \left( F \left( \frac{x}{\sqrt{t + 1}} \right), t \right) = e^{-x + \frac{t}{2}}, \]
and (49) follows from (46).

From (16) and (50), we deduce that the optimal policy of the above example turns out to be
\[ \pi_t^* = \frac{1}{\sqrt{A_t + 1}} f \left( F^{-1} (X_t^*) \right) \sigma_t^+ \lambda_t, \]
with \( A_t, t \geq 0 \), as in (13) and
\[ X_t^* = F \left( \frac{F^{-1} (x) + A_t + M_t}{\sqrt{A_t + 1}} \right), \]
with the latter following from (15) and (49).

We can see that the above measure, \( \nu (dy) = \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} y^2} dy \), violates condition (14) (for \( t > 0 \)) and satisfies only (26). In turn, straightforward calculations show that \( \pi_t^*, t \geq 0 \), is admissible but only in the local sense, i.e., \( \pi_t^* \in A^l \) but \( \pi_t^* \notin A \). We, then, deduce that the process \( U_t (x) = u (x, A_t) \) with \( u \) as in (51) satisfies Definition 2, of a local forward performance process.

4.2 Range \( (h) = (x_0, +\infty) \), \( x_0 \in \mathbb{R} \)

We recall that in this case, \( h \) is given by (30) where \( \nu \) satisfies
\[ \nu \in \mathcal{B}^+ (\mathbb{R}) \quad \text{and} \quad \int_{0^+}^{+\infty} \frac{\nu (dy)}{y} < +\infty, \]
with \( \mathcal{B}^+ (\mathbb{R}) \) given in (28). For convenience, we set in (30) \( C = \int_{0^+}^{+\infty} \frac{1}{y} \nu (dy) \), yielding\(^5\) Range \( (h) = (0, +\infty) \), as
\[ h (x, t) = \int_{0^+}^{+\infty} \frac{e^{yx - \frac{1}{2} y^2 t}}{y} \nu (dy). \]

We can easily see, using the above and (11), that \( h \) is convex in its spatial argument and decreasing with regards to time,
\[ h_{xx} (x, t) > 0 \quad \text{and} \quad h_t (x, t) < 0. \]
\(^5\)One may alternatively represent \( h \) as \( h (x, t) = \int_{0^+}^{+\infty} e^{yx - \frac{1}{2} y^2 t} \mu (dy) \) with \( \mu (dy) = \frac{\nu (dy)}{y} \). Note that \( \mu \in \mathcal{B}^+ (\mathbb{R}) \). Such a representation was used in [1].
Next, we obtain the analogous to (43) representation of the differential input $u$. As (43) shows, $h$ plays the role of the space argument of $u$. Thus, the latter is now defined on the half-line. Consideration then, needs, to be given to $\lim_{x \to 0} u(x,t)$, $t \geq 0$. The results below demonstrate that, depending on where the measure $\nu$ is concentrated, this limit can be finite or infinite. In the latter case, the monotonicity assumption yields that we must have $\lim_{x \to 0} u(x,t) = -\infty$, $t \geq 0$.

**Proposition 13** i) Let $\nu$ satisfy (53) and, in addition, $\nu((0,1]) = 0$. Let, also, $h : \mathbb{R} \times [0, +\infty) \to (0, +\infty)$ be as in (54) and $h^{(-1)} : (0, +\infty) \times [0, +\infty) \to \mathbb{R}$ be its spatial inverse. Then, the function $u$, defined, for $(x,t) \in (0, +\infty) \times [0, +\infty)$, by

$$ u(x,t) = -\frac{1}{2} \int_0^t e^{-h^{(-1)}(x,s)} + \frac{\nu}{2} h_x \left( h^{(-1)}(s), s \right) ds + \int_0^\infty e^{-h^{(-1)}(x,0)} dz, \quad (56) $$

is an increasing and strictly concave solution of (11) with

$$ \lim_{x \to 0} u(x,t) = 0, \quad \text{for } t \geq 0. \quad (57) $$

Moreover, for $t \geq 0$, the Inada conditions

$$ \lim_{x \to 0} u_x(x,t) = +\infty \quad \text{and} \quad \lim_{x \to +\infty} u_x(x,t) = 0 \quad (58) $$

are satisfied.

ii) Conversely, let $u$, defined for $(x,t) \in (0, +\infty) \times [0, +\infty)$, be an increasing and strictly concave function satisfying (11), (57) and the Inada conditions (58). Then, there exists $\nu \in B^+ (\mathbb{R})$ satisfying (53) and $\nu((0,1]) = 0$, such that $u$ admits representation (56) with $h$ given by (54), for $(x,t) \in \mathbb{R} \times [0, +\infty)$.

**Proof.** i) We first establish that $u$ in (56) is well defined for $x > 0$, $t \geq 0$. From (54) and the assumptions on the measure $\nu$, we easily deduce that

$$ h_x(x,t) = \int_1^{+\infty} e^{yx - \frac{\nu}{2} y^2} \nu(dy). \quad (59) $$

Therefore,

$$ \int_0^t e^{-h^{(-1)}(x,s)} + \frac{\nu}{2} h_x \left( h^{(-1)}(x,s), s \right) ds = \int_0^t \int_1^{+\infty} e^{(y-1)h^{(-1)}(x,s) + \frac{\nu}{2} y^2} \nu(dy) ds. $$

Using that $h_x(x,t) \geq 0$ and (55), we deduce that $\frac{\partial}{\partial x} h^{(-1)}(x,t) \geq 0$. The above equality then yields

$$ \int_0^t e^{-h^{(-1)}(x,s)} + \frac{\nu}{2} h_x \left( h^{(-1)}(x,s), s \right) ds \leq e^{-h^{(-1)}(x,0)} + \frac{\nu}{2} \int_1^{+\infty} e^{y h^{(-1)}(x,t)} \nu(dy), $$
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and the finiteness of the integral follows easily from the assumptions on the measure \( \nu \).

The finiteness of the second integral in (56) also follows. Indeed, first observe that (54) yields
\[
\lim_{x \to -\infty} h(x, t) = 0 \quad \text{and} \quad \lim_{x \to +\infty} h(x, t) = +\infty. \tag{60}
\]

Using the above, (59) and Tonelli’s theorem, we obtain
\[
\int_0^x e^{-h^{(-1)}(z, 0)} \, dz = \int_{-\infty}^{h^{(-1)}(x, 0)} e^{-z'} h_x(z', 0) \, dz'.
\]
\[
= \int_{-\infty}^{h^{(-1)}(x, 0)} \int_{1^+}^{1+\infty} e^{(y-1)z'} \nu(dy) \, dz' = \int_{1^+}^{1+\infty} \int_{-\infty}^{h^{(-1)}(x, 0)} e^{(y-1)z'} \, dz' \nu(dy)
\]
\[
= \int_{1^+}^{1+\infty} \frac{1}{y-1} \left( e^{(y-1)h^{(-1)}(x, 0)} - \lim_{z' \to -\infty} e^{(y-1)z'} \right) \nu(dy)
\]
\[
= \int_{1^+}^{1+\infty} \frac{1}{y-1} e^{(y-1)h^{(-1)}(x, 0)} \nu(dy). \tag{61}
\]

For \( \varepsilon > 0 \), we then have
\[
\int_0^x e^{-h^{(-1)}(z, 0)} \, dz = \int_{1^+}^{1+\varepsilon} \frac{1}{y-1} e^{(y-1)h^{(-1)}(x, 0)} \nu(dy)
\]
\[
+ \int_{1+\varepsilon}^{1+\infty} \frac{1}{y-1} e^{(y-1)h^{(-1)}(x, 0)} \nu(dy)
\]
\[
\leq \max \left( 1, e^{h^{(-1)}(x, 0)} \right) \int_{1^+}^{1+\varepsilon} \nu(dy) + \int_{1+\varepsilon}^{1+\infty} \frac{e^{-h^{(-1)}(x, 0)}}{\varepsilon} e^{h^{(-1)}(x, 0)} \nu(dy),
\]
and the finiteness of the above terms follows from the assumptions on the measure \( \nu \) and the monotonicity of the function \( \frac{1}{y-1} \) (\( y \neq 1 \)).

The fact that \( u \) solves (11) and has the claimed monotonicity and concavity properties follows from arguments similar to the ones used in the proof of part \( i) \) in Proposition 9.

Next, we establish (57). We claim that
\[
\lim_{x \to -\infty} \int_0^t e^{-h^{(-1)}(x, s)} \frac{4}{x} h_x \left( h^{(-1)}(x, s), s \right) ds = 0. \tag{62}
\]
Indeed, note that the above integrand is monotone in \( x \). This follows easily from its representation,
\[
e^{-h^{(-1)}(x, t)} \frac{4}{x} h_x \left( h^{(-1)}(x, t), t \right) = \int_{1^+}^{1+\infty} e^{(y-1)h^{(-1)}(x, t)} - \frac{4}{x} y^2 t + \frac{4}{x} \nu(dy),
\]

and...
combined with the monotonicity of $h^{(-1)}$. Using the monotone convergence theorem and (60), we obtain (62).

To show
\[
\lim_{x \to 0} \int_0^x e^{-h^{(-1)}(z, 0)} dz = 0
\]
we use (61), the monotone convergence theorem and (60) (for $t = 0$).

ii) Using arguments similar to the ones in the proof of part ii) in Proposition 9, we deduce that the function $h$ given, for $(x, t) \in \mathbb{R} \times (0, +\infty)$, by
\[
h(x, t) = (u_x)^{(-1)} \left( e^{-x + \frac{t}{2}}, t \right)
\]
is well defined and solves (12). Moreover, the assumptions on $u$ imply that $h(x, t) \geq 0$ and $h_x(x, t) \geq 0$. Therefore, from Proposition 7, we have that there exists $\nu \in B^+(\mathbb{R})$ satisfying (53) and such that representation (54) holds. The Inada conditions (58) then yield that the normalization constant must be chosen as $C = \int_{0^+}^{+\infty} \frac{1}{\nu} \nu (dy)$.

Using (57) and working along similar arguments used in the proof of Proposition 7, we deduce the representation (56).

It remains to establish that $\nu \left((0, 1]\right) = 0$. We argue by contradiction. To this end, we first note that because of (57), we have, for $x > 0$,
\[
u \left((0, 1]\right) = \frac{1}{\nu} \nu \left((y, 1]\right) = \frac{1}{\nu} \nu \left((0, 1]\right)
\]
using (46) and (60). We, then, observe that $\nu$ cannot include a Dirac measure at $y = 1$ as this would yield
\[
u \left((0, 1]\right) = \frac{1}{\nu} \nu \left((1, 1]\right) = \frac{1}{\nu} \nu \left((0, 1]\right)
\]
contradicting the finiteness of $u(x, t)$. Therefore, we must have
\[
u \left((0, 1]\right) = \frac{1}{\nu} \nu \left((1, 1]\right) = \frac{1}{\nu} \nu \left((0, 1]\right)
\]
on the other hand, using the above and Tonelli’s theorem, we deduce, for $x > 0$,
\[
u \left((0, 1]\right) \geq \int_{-\infty}^{1^-} \int_{0^+}^{+\infty} e^{(y-1)z' + \frac{1}{2}(1-y^2)} \nu (dy) dz'
\]
are satisfied.

Working along similar arguments we obtain the following result.

**Proposition 14** i) Let \( \nu \) satisfy (53) and, in addition, \( \nu ((0,1]) > 0 \). Let, also, \( h : \mathbb{R} \times [0, +\infty) \rightarrow (0, +\infty) \) be as in (54) and \( h^{(-1)} : (0, +\infty) \times [0, +\infty) \rightarrow \mathbb{R} \) be its spatial inverse. Then, the function \( u \) defined, for \( (x,t) \in (0, +\infty) \times [0, +\infty) \), by

\[
 u(x,t) = -\frac{1}{2} \int_0^x e^{-h^{(-1)}(x,s)+\frac{1}{2}h_x(h^{(-1)}(x,s),s)} ds + \int_0^x e^{-h^{(-1)}(s,0)} ds,
\]

for \( x_0 > 0 \), is an increasing and strictly concave solution of (11) with

\[
 \lim_{x \to 0} u(x,t) = -\infty, \quad \text{for} \quad t \geq 0.
\]

Moreover, for each \( t \geq 0 \), the Inada conditions

\[
 \lim_{x \to 0} u_x(x,t) = +\infty \quad \text{and} \quad \lim_{x \to +\infty} u_x(x,t) = 0
\]

are satisfied.

ii) Conversely, let \( u \), defined for \( (x,t) \in (0, +\infty) \times [0, +\infty) \), be an increasing and strictly concave function satisfying (11), (65) and the Inada conditions (66). Then, there exists \( \nu \in \mathcal{B}^+ (\mathbb{R}) \) satisfying (53) and \( \nu ((0,1]) > 0 \), such that \( u \) admits representation (64) with \( h \) given, for \( (x,t) \in \mathbb{R} \times [0, +\infty) \), by (54).

**Example 15** Let \( \nu = \delta_\gamma, \gamma > 1 \). Then, (54) yields

\[
 h(x,t) = \frac{1}{\gamma} e^{\gamma x - \frac{1}{2} \gamma^2 t},
\]

for \( (x,t) \in \mathbb{R} \times [0, +\infty) \). We, then, have \( h^{(-1)} (x,t) = \ln (\gamma x) + \frac{1}{2} \gamma t \), \( (x,t) \in (0, +\infty) \times [0, +\infty) \) and, thus, \( h_x (h^{(-1)} (x,t), t) = \gamma x \).

Since \( \nu ((0,1]) = 0 \), \( u \) is given by (56) and, therefore,

\[
 u(x,t) = -\frac{1}{2} \int_0^x \gamma x e^{-\left(\ln(\gamma x) + \frac{1}{2} \gamma t\right) + \frac{1}{2}} ds + \int_0^x (\gamma z)^{-\frac{1}{2}} d z
\]

\[
 = \frac{\gamma - 1}{\gamma} x^{\gamma - 1} e^{-\frac{\gamma - 1}{2} t}.
\]

**Example 16** Let \( \nu = \delta_\gamma, \gamma = 1 \). Then, (54) yields

\[
 h(x,t) = e^{x - \frac{1}{2} t},
\]

for \( (x,t) \in \mathbb{R} \times [0, +\infty) \). We, then, have \( h^{(-1)} (x,t) = \ln x + \frac{1}{2} t \), \( (x,t) \in (0, +\infty) \times [0, +\infty) \) and, thus, \( h_x (h^{(-1)} (x,t), t) = x \).
Since \( \nu ((0,1]) \neq 0 \), \( u \) is given by (64). Therefore, for \((x,t) \in (0, +\infty) \times [0, +\infty) \) and \( x_0 > 0 \),

\[
u(x,t) = -\frac{1}{2} \int_0^t xe^{-\left(\ln x + \frac{x}{2s}\right) + \frac{s}{2}} ds + \int_{x_0}^x \frac{1}{s} dz = \ln \frac{x}{x_0} - \frac{t}{2}.
\]

**Example 17** Let \( \nu = \delta_\gamma, \gamma \in (0, 1) \). Using Example 15 and that \( \nu ((0,1]) \neq 0 \), we easily deduce, using (65), that \( u \) is given by

\[
u(x,t) = -\frac{1}{2} \int_0^t xe^{-\left(\ln(xz) + \frac{x}{2s}\right) + \frac{s}{2}} ds + \int_{x_0}^x (\gamma z)^{-\frac{1}{2}} dz
\]

\[
= -\frac{\gamma^{-1}}{1 - \gamma} x^{\frac{2\gamma-1}{\gamma}} e^{\frac{1 - \gamma}{2} t} + \frac{\gamma^{-1}}{1 - \gamma} x_{0}^{\frac{2\gamma-1}{\gamma}} ,
\]

for \( x_0 > 0 \).

### 4.3 Range \((h) = (-\infty, x_0), x_0 \in \mathbb{R}\)

We recall that in this case, \( h \) is given by (30) where \( \nu \) satisfies

\[
u \in B^+(\mathbb{R}) \quad \text{and} \quad \int_{-\infty}^{0^-} \frac{\nu(dy)}{y} > -\infty,
\]

with \( B^+(\mathbb{R}) \) given in (29). For convenience, we set in (30) \( C = \int_{-\infty}^{0^-} \frac{\nu(dy)}{y} \), yielding \( \text{Range}(h) = (-\infty,0) \), as

\[
h(x,t) = \int_{-\infty}^{0^-} e^{yx-\frac{1}{2}y^2t} \nu(dy).
\]

In analogy to (55), one can show that \( h \) is concave in its spatial argument and increasing with regards to time,

\[
h_{xx}(x,t) < 0 \quad \text{and} \quad h_t(x,t) > 0.
\]

The next proposition follows from a modification of the arguments used to prove Proposition 14.

**Proposition 18** i) Let \( \nu \) be as in (67). Let, also, \( h : \mathbb{R} \times [0, +\infty) \rightarrow (-\infty,0) \) be as in (68) and \( h^{(-1)} : (-\infty,0) \times [0, +\infty) \rightarrow \mathbb{R} \) be its spatial inverse. Then, the function \( u \) defined, for \((x,t) \in (-\infty,0) \times [0, +\infty) \), by

\[
u(x,t) = -\frac{1}{2} \int_0^t e^{-h^{(-1)}(x,s) + \frac{s}{2}} h_x \left(h^{(-1)}(x,s), s\right) ds - \int_x^0 e^{-h^{(-1)}(z,0)} dz,
\]

is an increasing and strictly concave solution of (11) with

\[
\lim_{x \rightarrow 0} u(x,t) = 0, \quad \text{for } t \geq 0.
\]
Moreover, for each $t \geq 0$, the Inada conditions
\begin{equation}
\lim_{x \to -\infty} u_x (x,t) = +\infty \quad \text{and} \quad \lim_{x \to 0} u_x (x,t) = 0 \quad (72)
\end{equation}
are satisfied.

ii) Conversely, let $u$ be an increasing and strictly concave function satisfying, for $(x,t) \in (-\infty,0) \times [0, +\infty)$, (11), (71) and the Inada conditions (72), for $t \geq 0$. Then, there exists $\nu$ as in (67) such that $u$ admits representation (70) with $h$ given by (68).

**Example 19** We take $\nu = \delta_\gamma$, $\gamma = -\frac{1}{2k+1}$, $k > 0$. Then, (68) yields, for $(x,t) \in (-\infty,0) \times [0, +\infty)$,
\[
h (x,t) = -\frac{1}{\gamma} e^{\gamma x - \frac{1}{2} \gamma^2 t}.
\]

Working as in Example 15, we deduce that, for $(x,t) \in (-\infty,0) \times [0, +\infty)$,
\[
u (x,t) = \frac{\gamma - 1}{2} e^{\gamma x - \frac{1}{2} \gamma^2 t} \frac{(2k+1)^{-2k-1}}{2 (k+1)} x^{2(k+1)} e^{\frac{k+1}{k+1} t}.
\]

### 4.4 Range($h$) = ($x_1, x_2$), $x_1, x_2 \in \mathbb{R}$

The case of finite range is not considered since it does not yield a meaningful solution. Indeed, we recall the following result derived by Widder (see [17]).

**Proposition 20** Let $h$ be a solution to (12) such that for $(x,t) \in \mathbb{R} \times [0, +\infty)$,
\[-M \leq h (x,t) \leq M, \text{ for some constant } M. \text{ Then, } h (x,t) \text{ is constant.}
\]

It, then, easily follows that in this case the problem degenerates as there is no strictly increasing solution to (12) and, in turn to (11).

### 4.5 The local risk tolerance

In section 3, we introduced the function $r$ in (22). This function facilitates the representation of the optimal portfolio policy (cf. (23)) and, as it is shown below, is represented in terms of the spatial derivatives of $u$. In the traditional maximal expected utility models, a similar quantity is used, known as the risk tolerance. We keep an analogous terminology herein.

For the generic spatial domain $\mathbb{D}$ appearing below, we have $\mathbb{D} = \mathbb{R}, (0, +\infty)$ or $(-\infty,0)$. To ease the presentation, we omit any reference to the specific range $h$ (and, thus, to the domain of $u$).

The following result is a direct consequence of (22) and (46) (for an alternative proof, see [10]).

**Proposition 21** Let $r : \mathbb{D} \times [0, +\infty) \to (0, +\infty)$ be given by (22), i.e.
\begin{equation}
r (x,t) = h_x \left( h^{-1} (x,t) , t \right),
\end{equation}
and $u$ be the associated with $h$ differential utility input. Then, for $(x,t) \in \mathbb{D} \times [0, \infty)$,

$$r(x,t) = -\frac{u_x(x,t)}{u_{xx}(x,t)}.$$ 

In (25) we saw that the monotonicity of the optimal investment strategy with regards to the initial endowment depends directly on the sign of the partial derivative $r_x(x,t)$. As it was mentioned in section 3, when the risk tolerance is defined on $\mathbb{R} \times [0, +\infty)$ very little, if anything, can be established for its monotonicity or limiting behavior. When, however, its domain is semi-infinite, we have the following results.

**Proposition 22** Let $r : \mathbb{D} \times [0, +\infty) \to (0, +\infty)$ with $\mathbb{D} = (0, +\infty)$ or $(-\infty, 0)$. Then, for $t \geq 0$,

$$\lim_{x \to 0} r(x,t) = 0. \quad (74)$$

If $\mathbb{D} = (0, +\infty)$, then

$$r_x(x,t) \geq 0, \quad (75)$$

while, if $\mathbb{D} = (-\infty, 0)$,

$$r_x(x,t) \leq 0, \quad (76)$$

for $t \geq 0$.

**Proof.** We only establish (74) when $\mathbb{D} = (0, +\infty)$. Recalling that

$$h_x(x,t) = \int_{0^+}^{+\infty} e^{yx} - \frac{1}{2} y^2 t \nu(dy)$$

(cf. (54)), (73) yields

$$r(x,t) = \int_{0^+}^{+\infty} e^{yh^{(-1)}(x,t)} - \frac{1}{2} y^2 t \nu(dy).$$

Passing to the limit, and using the monotone convergence theorem and (60), we conclude.

Next, we show (75). Differentiating (73) yields

$$r_x(x,t) = \left( \frac{\partial}{\partial x} h^{(-1)}(x,t) \right) h_{xx} \left( h^{(-1)}(x,t), t \right).$$

When $\mathbb{D} = (0, +\infty)$ (resp. $\mathbb{D} = (-\infty, 0)$), then (75) (resp. (76)) follows from (55) (resp. (69)).

### 5 Deterministic market prices of risk

In this section we assume that the process $\lambda_t, t \geq 0$, (cf. (3)) is deterministic. The goal is twofold. Firstly, we study distributional properties of the optimal wealth and compute its cumulative distribution, density and moments. Secondly, we explore some inverse problems, namely, how could the investor’s preferences be inferred from information about the targeted mean of his optimal wealth.
5.1 Distribution of the optimal wealth process

Recalling \( A_t \) and \( M_t \) from (13) we have \( \langle M \rangle_t = A_t, \ t \geq 0 \), and, thus, by Levy’s theorem the process \( M_t \) is a Gaussian martingale. This leads to the following properties of the distribution of the investor’s optimal wealth process. The functions \( N \) and \( n \) below stand, respectively, for the cumulative distribution and the density functions of a standard normal variable. We recall that \( h \) solves (12), \( h^{-1} \) stands for its spatial inverse and \( r \) is given in (22).

**Proposition 23** i) The cumulative distribution and probability density functions of the optimal wealth \( X^*_{t; x}, \ t > 0 \), are given, respectively, by

\[
\mathbb{P}(X^*_{t; x} \leq y) = N\left( \frac{h^{-1}(y, A_t) - h^{-1}(x, 0) - A_t}{\sqrt{A_t}} \right) \tag{77}
\]

and

\[
f_{X^*_{t; x}}(y) = n\left( \frac{h^{-1}(y, A_t) - h^{-1}(x, 0) - A_t}{\sqrt{A_t}} \right) \frac{1}{r(y, A_t) \sqrt{A_t}},
\]

with \( A_t \) as in (13).

ii) For all \( p \in [0, 1] \) and \( t > 0 \), the quantile of order \( p \), i.e. the point \( y_p(t) \) for which \( \mathbb{P}(X^*_{t; x} \leq y_p(t)) = p \), is given by

\[
y_p(t) = h\left( h^{-1}(x, 0) + A_t + \sqrt{A_t} N^{-1}(p), A_t \right).
\]

**Proof.** The first statement follows directly from (15). Indeed,

\[
\mathbb{P}(X^*_{t; x} \leq y) = \mathbb{P}\left( h\left( h^{-1}(x, 0) + A_t + M_t, A_t \right) \leq y \right) = \mathbb{P}\left( h^{-1}(x, 0) + A_t + M_t \leq h^{-1}(y, A_t) \right),
\]

and we easily conclude. The other two statements are also immediate. \( \square \)

Properties of the multivariate distributions may be analyzed along similar arguments.

Next, we study the expected value of the optimal wealth and portfolio processes.

**Proposition 24** Let \( X^*_{t; x} \) and \( \pi^*_{t; x} \) be as in (15) and (16). Then, for \( t > 0 \),

\[
E(X^*_{t; x}) = h\left( h^{-1}(x, 0) + A_t, 0 \right). \tag{78}
\]

Moreover,

\[
\frac{\partial}{\partial x} E(X^*_{t; x}) = \frac{r(E(X^*_{t; x}) , 0)}{r(x, 0)} \tag{79}
\]

and

\[
E\left( r\left( X^*_{t; x}, A_t \right) \right) = r\left( E\left( X^*_{t; x} \right), 0 \right). \tag{80}
\]
Proof. We establish the above when the function $h$ is as in (30), with the other cases, exhibited in (54) and (68), following along similar arguments.

From (15) we have

$$E \left( X_t^{x,x} \right) = E \left( h \left( h^{-1} (x, 0) + A_t + M_t, A_t \right) \right)$$

$$= E \left( \int_{\mathbb{R}} e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t - 1} \nu (dy) \right)$$

$$= \int_{\mathbb{R}} E \left( e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t - 1} \right) \nu (dy)$$

$$= \int_{\mathbb{R}} e^{y \left( h^{-1} (x, 0) + A_t \right) - 1} \nu (dy) = h \left( h^{-1} (x, 0) + A_t, 0 \right).$$

Above we used that the two integrals can be interchanged. For this, it suffices to have

$$E \left( \int_{\mathbb{R}} e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t - 1} \nu (dy) \right) < +\infty. \quad (81)$$

Indeed, inequality (32) yields

$$\int_{\mathbb{R}} \left| e^{y x - \frac{1}{2} y^2 t - 1} \right| \nu (dy) \leq \nu (\mathbb{R}) \left( e^{x + \frac{1}{2}} + e^{-x + \frac{1}{2}} \right) + \int_{\mathbb{R}} e^{y x - \frac{1}{2} y^2 t} \nu (dy).$$

Therefore,

$$E \left( \int_{\mathbb{R}} \left| e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t - 1} \right| \nu (dy) \right)$$

$$\leq \nu (\mathbb{R}) E \left( e^{h^{-1} (x, 0) + A_t + M_t + \frac{A_t}{2}} + e^{- \left( h^{-1} (x, 0) + A_t + M_t \right) + \frac{A_t}{2}} \right)$$

$$+ E \left( \int_{\mathbb{R}} e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t} \nu (dy) \right).$$

On the other hand,

$$E \left( e^{h^{-1} (x, 0) + A_t + M_t + \frac{A_t}{2}} + e^{- \left( h^{-1} (x, 0) + A_t + M_t \right) + \frac{A_t}{2}} \right)$$

$$\leq e^{h^{-1} (x, 0) + \frac{3}{2} x^2 t} E \left( e^{M_t} \right) + e^{-h^{-1} (x, 0)}$$

where we used (5) and (13). Similarly,

$$E \left( \int_{\mathbb{R}} e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t} \nu (dy) \right)$$

$$= \int_{\mathbb{R}} E \left( e^{y \left( h^{-1} (x, 0) + A_t + M_t \right) - \frac{1}{2} y^2 A_t} \right) \nu (dy)$$
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and we easily obtain (81). Assertion (79) follows from (78) and (22).

To show (80), we recall (15), (22) and (34) yielding

\[
E \left( r \left( X_t^{*; x}, A_t \right) \right) = E \left( \int_{\mathbb{R}} e^{y(h^{(-1)}(x,0)+A_t)} \nu(dy) \right)
\]

\[
= \int_{\mathbb{R}} e^{y(h^{(-1)}(x,0)+A_t)} \nu(dy) = h_x \left( h^{(-1)}(x,0) + A_t, 0 \right),
\]

and we easily conclude. ■

5.2 Inferring the investor’s preferences

The investment performance criterion (19) combines the investor’s preferences with the market input. As a consequence, the optimal portfolio and the associated wealth (see (16) and (15), respectively) contain implicit information about these preferences. In this section, we discuss how to learn about the individual’s risk attitude by analyzing distributional characteristics of his optimal wealth. One can say, using the language of the derivatives industry, that our aim is to calibrate the investor’s preferences, given the market dynamics and his desirable distributional outcomes for his wealth process.

This idea is relatively new. To the best of our knowledge, the authors of [15] were the first to propose a model and show how information about an investor’s marginal utility of wealth can be inferred from her choice of a distribution. Other, more recent relevant references, are [2] and [16].

We discuss two examples in which we infer the investor’s preferences using information about the behavior of her average future wealth. For simplicity, we only concentrate on the no-bankruptcy case, \( \text{Range}(h) = (0, +\infty) \) (see section 4.2).

**Proposition 25** Let the mapping \( x \rightarrow E \left( X_t^{*; x} \right) \) be linear, for all \( x > 0 \) and \( t \geq 0 \). Then, there exists a positive constant \( \gamma > 0 \) such that the investor’s forward performance process is given by

\[
U_t(x) = \frac{\gamma}{\gamma - 1} x^{\frac{\gamma - 1}{\gamma}} e^{-\frac{1}{2}(\gamma - 1) A_t},
\]

if \( \gamma \neq 1 \) and by

\[
U_t(x) = \ln x - \frac{1}{2} A_t,
\]

if \( \gamma = 1 \). Moreover,

\[
E \left( X_t^{*; x} \right) = xe^{\gamma A_t}.
\]
Proof. Differentiating (79) we deduce
\[ \frac{\partial^2}{\partial x^2} E \left( X_t^{*,x} \right) = \frac{r_x (E (X_t^{*,x}), 0)}{r (x, 0)} \frac{\partial}{\partial x} E \left( X_t^{*,x} \right) - r \left( E \left( X_t^{*,x} \right), 0 \right) \frac{r_x (x, 0)}{r^2 (x, 0)} \]
\[ = \left( \frac{r_x (E (X_t^{*,x}), 0) - r_x (x, 0)}{r^2 (x, 0)} \right) r \left( E \left( X_t^{*,x} \right), 0 \right). \]
By assumption \( \frac{\partial^2}{\partial x^2} E \left( X_t^{*,x} \right) = 0 \). Moreover, \( r \left( E \left( X_t^{*,x} \right), 0 \right) > 0 \) as it follows from (80). Therefore, we must have
\[ r_x (E (X_t^{*,x}), 0) = r_x (x, 0) \]
and, in turn,
\[ \frac{\partial}{\partial t} r_x (E (X_t^{*,x}), 0) = r_{xx} (E (X_t^{*,x}), 0) \frac{\partial}{\partial t} E \left( X_t^{*,x} \right) = 0. \]
However, (78) implies \( \frac{\partial}{\partial t} E \left( X_t^{*,x} \right) \neq 0 \) and, thus, we deduce that
\[ r_{xx} (E (X_t^{*,x}), 0) = 0. \]
Therefore, the function \( r (x, 0) \) must be linear in \( E \left( X_t^{*,x} \right) \) and, in turn, in \( x \), per our assumption. Using (74) we obtain
\[ r (x, 0) = \gamma x, \]
for some \( \gamma > 0 \). From (22) and (54) we, then, deduce that for all \( x > 0 \),
\[ \int_0^{+\infty} e^{by(-x,0)} \nu (dy) = \gamma x \]
and, in turn,
\[ \int_0^{+\infty} e^{byx} \nu (dy) = \gamma \int_0^{+\infty} e^{by} y \nu (dy). \]
Therefore, we must have
\[ \nu (dy) = \delta_\gamma \]
where \( \delta_\gamma \) is a Dirac measure at \( \gamma > 0 \). This yields
\[ h (x,t) = \frac{1}{\gamma} e^{\gamma x - \frac{1}{2} \gamma^2 t} \]
and assertions (82) and (83) follow from Examples 15, 16 and 17.
Equality (84) follows from (78) and the form of \( h \).

From the above analysis, we see that calibrating the investor’s preferences consists of choosing a time horizon and the level of the mean of her optimal
wealth, say \( t_0 \) and \( mx \) \((m > 1)\), respectively. Then, (84) implies that the corresponding \( \gamma \) must satisfy \( xe^{\gamma A_{t_0}} = mx \), or, equivalently,

\[
\gamma = \frac{\ln m}{A_{t_0}}.
\]

Note that under the linearity assumption, the investor can calibrate her expectations only for a single time horizon. The model interpolates for all other trading horizons, giving

\[
E(X^{*,t}) = xm^{\frac{\Delta t}{A_{t_0}}}.
\]

We easily deduce that the distribution of the optimal wealth \( X^{*,t} \) is lognormal, for all \((x, t)\).

The linearity of the mapping \( x \to E(X^{*,t}) \) is a very strong assumption. Indeed, it only allows for calibration of a single parameter, namely, the slope, and, moreover, for a single time horizon. Therefore, if one intends to calibrate the investor’s preferences to more refined information, then one needs to accept a more complicated dependence of \( E(X^{*,t}) \) on \( x \). We discuss this case next.

To this end, let us fix the level of initial wealth at \( x = 1 \) and consider calibration to \( E(X^{*,1}_{t}) \), for \( t > 0 \). The investor then chooses an increasing function \( m(t) \) \((with m(t) > 1)\) to represent the latter, i.e. for \( t > 0 \),

\[
E(X^{*,1}_{t}) = m(t).
\]

What does this choice reveal about her preferences? Moreover, can she choose an arbitrary increasing function \( m(t) \)? We give answers to these questions below.

In analogy to the previous proposition, we only consider the no bankruptcy case, which corresponds to \( h \) given in (54). Using arguments similar to the ones used in Proposition 6, we may assume, without loss of generality, that \( \int_0^{+\infty} \frac{\nu(dy)}{y} = 1 \). We, then, have \( h^{(-1)}(1,0) = 0 \) which, combined with (78), yields

\[
E(X^{*,1}_{t}) = h(A_{t},0) = \int_{0}^{+\infty} \frac{e^{yA_t}}{y} \nu(dy).
\]

We easily see that the investor may only choose a function \( m(t) \), \( t \geq 0 \), which can be represented in the form

\[
m(t) = \int_{0}^{+\infty} \frac{e^{yA_t}}{y} \nu(dy).
\]

Therefore, the choice of a feasible \( m(t) \) reduces to the choice of the appropriate measure \( \nu \). Specifically, we must have,

\[
m(A^{(-1)}_{t}) = \int_{0}^{+\infty} \frac{e^{yt}}{y} \nu(dy) = h(t,0),
\]
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where $A_t^{(-1)}$ stands for the inverse of the process $A_t$, $t \geq 0$. Note that the right hand side above is the moment generating function of the probability measure $\mu(dy) = \nu(dy)$.

Assume now that the mean $m(t)$ (cf. (85)) was chosen so that (87) holds for some measure $\nu$. Then, for other values of $x > 0$, $x \neq 1$, we have, using (78),

$$E\left(X_t^{*,x}\right) = m\left(A^{(-1)}\left(h^{(-1)}(x,0) + A(t)\right)\right) = m\left(A^{(-1)}\left(A\left(m^{(-1)}(x)\right) + A(t)\right)\right),$$

where, for notational convenience, $A_t$ (resp. $A_t^{(-1)}$) is denoted by $A(t)$ (resp. $A^{(-1)}(t)$).

In summary, the market related input $A_t$, coupled with the investor’s targeted mean $m(t)$ (at initial wealth $x = 1$), yields the investor’s preferences by choosing the measure $\nu$, appearing in (86). Note that the process $A_t$ determines the distribution of the martingale $M_t$ and the measure $\nu$ defines the function $h$, which, in turn, determines the functions $u$ and $r$. Once these quantities are specified, we are able to construct the optimal portfolio process that generates the optimal wealth which satisfies (85). The distribution of the optimal wealth process $X_t^{*,x}$, for $x > 0$, $x \neq 1$, is, in turn, deduced from the specification of the targeted mean, $m(t)$, the market input $A_t$ and (77).

We conclude mentioning that one may prefer to calibrate the distribution of the optimal wealth at a given time, say, $X_{t_0}^{*,1}$, rather than the mean, $E\left(X_t^{*,1}\right)$, for $t \geq 0$. It is easy to see what distributions are attainable. Indeed, Proposition 23 would give

$$P\left(X_{t_0}^{*,1} \leq y\right) = N\left(\frac{h^{(-1)}(y,A_{t_0}) - A_{t_0}}{\sqrt{A_{t_0}}}\right)$$

with

$$h(y, A_{t_0}) = \int_{0}^{\infty} e^{zy - \frac{1}{2}z^2A_{t_0}} \nu(dz).$$

Further analysis of this and other calibration issues is left for future research.
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